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Mobile Augmented Reality
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Mobile Augmented Reality



Introduction
Motivation

Is direct placement and rendering of 3D 
objects sufficient for realistic AR experiences?



Introduction
Depth Lab

Not always!



Introduction
Depth Lab

Virtual content looks like 
it’s “pasted on the screen” 
rather than “in the world”!
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Motivation
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Introduction
Depth Lab

How can we bring these advanced
features to mobile AR experiences 
without relying on dedicated sensors or 
the need for computationally expensive 
surface reconstruction?



Introduction
Depth Map



Introduction
Depth Lab

Google •Pixel 2, Pixel 2 XL, Pixel 3, Pixel 3 XL, Pixel 3a, Pixel 3a XL, Pixel 4, Pixel 4 XL

Huawei •Honor 10, Honor V20, Mate 20 Lite, Mate 20, Mate 20 X, Nova 3, Nova 4, P20, P30, 
P30 Pro

LG •G8X ThinQ, V35 ThinQ, V50S ThinQ, V60 ThinQ 5G

OnePlus •OnePlus 6, OnePlus 6T, OnePlus 7, OnePlus 7 Pro, OnePlus 7 Pro 5G, OnePlus 7T, 
OnePlus 7T Pro

Oppo •Reno Ace

Samsung •Galaxy A80, Galaxy Note8, Galaxy Note9, Galaxy Note10, Galaxy Note10 5G, Galaxy 
Note10+, Galaxy Note10+ 5G, Galaxy S8, Galaxy S8+, Galaxy S9, Galaxy S9+, Galaxy 
S10e, Galaxy S10, Galaxy S10+, Galaxy S10 5G, Galaxy S20, Galaxy S20+ 5G, Galaxy 
S20 Ultra 5G

Sony •Xperia XZ2, Xperia XZ2 Compact, Xperia XZ2 Premium, Xperia XZ3

Xiaomi •Pocophone F1

And growing…
https://developers.google.com/ar/discover/supported-devices

https://developers.google.com/ar/discover/supported-devices


Introduction
Depth Lab

Is there more to realism than occlusion?
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Surface interaction?
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Realistic Physics?



Introduction
Depth Lab

Path Planning?



http://www.youtube.com/watch?v=wfVmq7d_v-I&t=8
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Related Work
Valentin et al.
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Depth Generation
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Related Work
Valentin et al.
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Introduction
Depth Lab

Up to 8 meters, with 
the best within 0.5m to 5m



Motivation
Gap from raw depth to 
applications



Introduction
Depth Lab

ARCore 

Depth 
API

DepthLab

Mobile AR       developers



Design Process
3 Brainstorming Sessions

3 brainstorming sessions
18 participants
39 aggregated ideas



Design Process
3 Brainstorming Sessions



System
Architecture overview



Data Structure
Depth Array

2D array (160x120 and above) of 16-bit integers



Data Structure
Depth Mesh



Data Structure
Depth Texture



System
Architecture



Localized 
Depth
Coordinate System Conversion



Localized 
Depth
Normal Estimation
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Localized 
Depth
Normal Estimation



Localized 
Depth
Avatar Path Planning



Localized 
Depth
Rain and Snow



Surface Depth
Use Cases



Surface Depth
Physics collider

Physics with depth mesh.



Surface Depth
Texture decals

Texture decals with depth 
mesh.



Surface Depth
3D Photo

Projection mapping with 
depth mesh.



Dense Depth
Depth Texture - Antialiasing



Dense Depth
Real-time relighting
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Dense Depth
Why normal map does not 
work?



Dense Depth
Real-time relighting
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Real-time relighting



Dense Depth
Real-time relighting

go/realtime-relighting, go/relit



Dense Depth
Wide-aperture effect



Dense Depth
Occlusion-based rendering



Experiments
DepthLab minimum viable 
application



Experiments
General Profiling of MVP



Experiments
Relighting



Experiments
Aperture effects



Discussion
Deployment with partners
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Limitations
Design space of dynamic 
depth

Dynamic Depth? HoloDesk, HyperDepth, Digits, Holoportation for mobile AR?



Envision
Design space of dynamic 
depth



GitHub
Please feel free to fork!



Play Store
Try it yourself!
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DepthLab | UIST 2020
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Geollery.com
v2: a major leap
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System Overview
Geollery Workflow
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http://www.youtube.com/watch?v=rQ8HHyy1SOw


System Overview
2D Map Data
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System Overview
2D Map Data
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System Overview
+Avatar +Trees +Clouds
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System Overview
+Avatar +Trees +Clouds +Night

79



System Overview
Street View Panoramas
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System Overview
Street View Panoramas
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System Overview
Street View Panoramas
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System Overview
Geollery Workflow
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All data we used is publicly and widely available on the Internet.



Rendering Pipeline
Close-view Rendering
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Rendering Pipeline
Initial spherical geometries
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Rendering Pipeline
Depth correction
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Rendering Pipeline
Intersection removal
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Rendering Pipeline
Texturing individual geometry
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Rendering Pipeline
Texturing with alpha blending
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Rendering Pipeline
Rendering result in the fine 
detail

90



Rendering Pipeline
Rendering result in the fine 
detail
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Rendering Pipeline
Rendering result in the fine 
detail
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Rendering Pipeline
Experimental Features

93



A Log-Rectilinear Transformation for Foveated 
360-Degree Video Streaming

David Li, Ruofei Du, Adharsh Babu, Camelia Brumar, and Amitabh Varshney
IEEE Transactions on Visualization and Computer Graphics (TVCG), 2021.



Introduction
VR headset & video streaming
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• 360 Cameras and VR headsets are increasing in resolution.
• Video streaming is quickly increasing in popularity.



Introduction
VR + eye tracking
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• Commercial VR headsets are getting eye-tracking capabilities.

HTC Vive Eye Varjo VR-3 Fove



Introduction
360 videos

97

• 360 cameras capture the scene in every direction with a full 360 degree 
spherical field of regard.

• These videos are typically stored in the equirectangular projection 
parameterized by spherical coordinates (𝜃, 𝜑).

360° 
Field of 
Regard

Scene Captured 360 Video



Introduction
360 videos

98

• When viewed in a VR headset, 360° videos cover the entire field-of-view 
for more immersive experiences.

• However, transmitting the full field-of-regard either has worse perceived 
quality or requires far more bandwidth than for conventional videos.

Captured 360 Video Projection to Field of 
View



Introduction
360 videos

99

• Existing work in 360° streaming focuses on viewport dependent 
streaming by using tiling to transmit only visible regions based on the 
user’s head rotation.

Tiling Illustration
Image from (Liu et al. with Prof. 

Bo, 2017)



Introduction
Foveated rendering
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• Foveated rendering renders the fovea region of the viewport at a 
high-resolution and the peripheral region at a lower resolution.

• Kernel Foveated Rendering (Meng et al., PACMCGIT 2018) uses a 
log-polar transformation to render foveated images in real-time.

Image Credit: Tobii

Log-polar Transformation,
Image from (Meng et al., 2018)



Introduction
Log-Polar Foveated Streaming

101

• Applying log-polar subsampling to videos results in flickering and aliasing 
artifacts in the foveated video.

https://docs.google.com/file/d/1-MoO5f2dFcBpcOZiYYIGeMqKNgii3SEQ/preview
https://docs.google.com/file/d/1UXqVa9HJK0TC8j551RAILQMtUbgT_iaJ/preview


Research 
Questions

102

• Can foveation techniques from rendering be used to optimize 360 video 
streaming?

• How can we reduce foveation artifacts by leveraging the full original video 
frame?



Log-Polar 
Foveated 
Streaming

● Artifacts are caused by subsampling of the original video frame.

Original Frame

Subsampled Pixel



Log-Polar 
Foveated 
Streaming

● Artifacts are caused by subsampling of the original video frame.

Original Frame

Subsampled Pixel



Log-Polar 
Foveated 
Streaming

● Subsampled pixels should represent an average over an entire region of the 
original video frame.

● Computationally, this would take O(region size) time to compute for each 
sample.



Summed-Are
a Tables

● One way to compute averages quickly is using summed-area tables, also 
known as integral images.

● Sampling a summed area table only takes O(1) time.



Log-Rectilinear 
Transformation

● Apply exponential drop off along x-axis and y-axis independently.
● Rectangular regions allow the use of summed area tables for subsampling.
● A one-to-one mapping near the focus region preserves the resolution of the 

original frame.



Foveated 
Streaming 

Decoding 360° 
Video

GPU-driven 
Summed-Area 

Table Generation

Computing the 
Log-Rectilinear 

Buffer

Encoding the 
Log-Rectilinear 
Video Stream

Updating the 
Foveal Position

Decoding the
Log-Rectilinear 
Video Stream

Transforming into 
a Full-resolution 

Video Frame

Video Streaming Server

Client
socketsocket

FFmpeg OpenCL OpenCL FFmpeg

FFmpeg OpenCL

Video Streaming 
Request

socket



Qualitative 
Results

● Shown with gaze at the center of the viewport

https://docs.google.com/file/d/1TD40vfMivRvWm9bsI03lyOmLnOLw2D6O/preview


Quantitative 
Results

We perform quantitative evaluations comparing the log-rectilinear transformation 
and the log-polar transformation in 360° video streaming.

● Performance overhead of summed-area tables.
● Full-frame quality.
● Bandwidth usage.



Quantitative 
Results

● Pairing the log-rectilinear transformation with summed area table filtering 
yields lower flickering while also reducing bandwidth usage and returning high 
weighted-to-spherical signal to noise ratio (WS-PSNR) results.



Quantitative 
Results

● Pairing the log-rectilinear transformation with summed area table filtering 
yields lower flickering while also reducing bandwidth usage and returning high 
weighted-to-spherical signal to noise ratio (WS-PSNR) results.



Conclusion

● We present a log-rectilinear transformation which utilizes foveation, 
summed-area tables, and standard video codecs for foveated 360° video 
streaming.

Foveation Summed-Area 
Tables

Standard Video 
Codecs

Foveated 360° Video Streaming
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CollaboVR: A Reconfigurable Framework for 
Creative Collaboration in Virtual Reality





https://docs.google.com/file/d/1-AYDXd9K8C-pth9LUldSZhNI7HYglM3T/preview


https://docs.google.com/file/d/1-LzqBqYPCO6xsnu0qQ619Y5bKcvVgajo/preview


The best layout and interaction mode?



Research Questions:
- Design: What if we could bring sketching to real-time collaboration in VR? 

- Design + Evaluation: If we can convert raw sketches into interactive 
animations, will it improve the performance of remote collaboration? 

- Evaluation: Are there best user arrangements or input modes for different 
use cases, or is it more a question of personal preferences



CollaboVR: A Reconfigurable Framework for 
Creative Collaboration in Virtual Reality



https://docs.google.com/file/d/1-kN83QXPYLTcPqNDh9S14DveVRhY8xkH/preview


https://docs.google.com/file/d/1-yLTWZHkzAFOBLqWRvBvspHgAJVqf7zx/preview


https://docs.google.com/file/d/103-V2EO8LyOvb_LTC1HhSDs5w4Q5KCW3/preview


CollaboVR

Chalktalk (Cloud App)

Audio Communication

Layout Reconfiguration



Layout Reconfiguration

User Arrangements

(1) side-by-side
(2) face-to-face
(3) hybrid

Input Modes

(1) direct
(2) projection



Layout Reconfiguration

User Arrangements

(1) side-by-side

(b)

user 1

Interactive boards

tracking range of user 1

user 1

user 2



Layout Reconfiguration

User Arrangements

(1) side-by-side
(2) face-to-face

(b) (c)

user 1

user 2

(b)

user 2
observed 
by user 1

A
user 1

RH

LH

RH

LH



Layout Reconfiguration

User Arrangements

(1) side-by-side
(2) face-to-face

(d)(c)(b)

user 1

user 2

user 3

user 4



Layout Reconfiguration

User Arrangements

(1) side-by-side
(2) face-to-face
(3) hybrid

(d)(c)(b)

user 2

teacher

user 3

user 4



Layout Reconfiguration

Input Modes

(1) direct
(2) projection



Layout Reconfiguration

Input Modes

(1) direct
(2) projection



Layout Reconfiguration

Input Modes

(1) direct
(2) projection



C1: Integrated Layout C2: Mirrored Layout C3: Projective Layout



C1: Integrated Layout C2: Mirrored Layout C3: Projective Layout

https://docs.google.com/file/d/10JajPITdlUsdZ8ik744sQplW7x2Sv5Pb/preview


C1: Integrated Layout C2: Mirrored Layout C3: Projective Layout

https://docs.google.com/file/d/10XYMdq3qir-06Q-exbDXbtwT7mddRNmZ/preview


C1: Integrated Layout C2: Mirrored Layout C3: Projective Layout

https://docs.google.com/file/d/10hAbVnT0KwC_0gcrFHocjQZWE7VdJEvx/preview


Evaluation

Overview of subjective feedback on CollaboVR



Evaluation



Evaluation



Takeaways
1. Developing CollaboVR, a reconfigurable end-to-end collaboration system. 

2. Designing custom configurations for real-time user arrangements and input modes.

3. Quantitative and qualitative evaluation of CollaboVR.

4. Open-sourcing our software at https://github.com/snowymo/CollaboVR.

https://github.com/snowymo/CollaboVR


more live demos...



https://docs.google.com/file/d/11A29M6R2400ELbCYfLrxbU0e5wZPaqr4/preview


https://docs.google.com/file/d/11mmdUqcpTNAiN11fZEzfTKxxmE7KIcvu/preview


https://docs.google.com/file/d/11jbezoCG2iCUe8tJw08MRThaJeIyzDVh/preview


https://docs.google.com/file/d/11nkuSVuLkrZDfZiSR2AIYs2jWjLbbXDt/preview


Zhenyi He* Ruofei Du† Ken Perlin*

*Future Reality Lab, New York University   †Google LLC

CollaboVR: A Reconfigurable Framework for 
Creative Collaboration in Virtual Reality



Future Directions
The Ultimate XR Platform
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Future Directions
Fuses Past Events
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Future Directions
With the present
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Future Directions
And look into the future
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Future Directions
Change the way we 
communicate in 3D and 
consume the information
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Future Directions
Consume the information 
throughout the world
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Thank you!
www.duruofei.com



Introduction
Depth Lab

Occlusion is a critical component for AR 
realism!
Correct occlusion helps ground content in 
reality, and makes virtual objects feel as if 
they are actually in your space.



Introduction
Motivation



Depth Mesh
Generation



Localized 
Depth
Avatar Path Planning



Dense Depth
Depth Texture
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Depth Map



Taxonomy
Depth Usage
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