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Introduction

Mobile Augmented Reality
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Google's ARCore
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Introduction

Mobile Augmented Reality




Introduction

Is direct placement and rendering of 3D
objects sufficient for realistic AR experiences?



Introduction

Depth Lab

Not always!



Introduction

Depth Lab

Virtual content looks like
it's “pasted on the screen”
rather than “in the world”!
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Motivation




Introduction

How can we bring these advanced
features to mobile AR experiences
without relying on dedicated sensors or
the need for computationally expensive
surface reconstruction?
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Depth Map
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Depth Lab

Google

Huawei

LG

OnePlus

Oppo

Samsung

Sony

Xiaomi

Pixel 2, Pixel 2 XL, Pixel 3, Pixel 3 XL, Pixel 3a, Pixel 3a XL, Pixel 4, Pixel 4 XL

Honor 10, Honor V20, Mate 20 Lite, Mate 20, Mate 20 X, Nova 3, Nova 4, P20, P30,
P30 Pro

G8X ThinQ, V35 ThinQ, V50S ThinQ, V60 ThinQ 5G

OnePlus 6, OnePlus 6T, OnePlus 7, OnePlus 7 Pro, OnePlus 7 Pro 5G, OnePlus 7T,
OnePlus 7T Pro

Reno Ace

Galaxy A80, Galaxy Note8, Galaxy Note9, Galaxy Note10, Galaxy Note10 5G, Galaxy
Note10+, Galaxy Note10+ 5G, Galaxy S8, Galaxy S8+, Galaxy S9, Galaxy S9+, Galaxy
S10e, Galaxy S10, Galaxy S10+, Galaxy S10 5G, Galaxy S20, Galaxy S20+ 5G, Galaxy
S20 Ultra 5G

Xperia XZ2, Xperia XZ2 Compact, Xperia XZ2 Premium, Xperia XZ3

Pocophone F1

And growing...

https://developers.google.com/ar/discover/supported-devices
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Introduction

Is there more to realism than occlusion?
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Related Work

Valentin et al.
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Depth Generation
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Introduction
Depth Lab

Up to 8 meters, with
the best within 0.5m to 5m




Motivation

Gap from raw depth to = . N
applications '
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Design Process

3 Brainstorming Sessions

3 brainstorming sessions

18 participants
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System

Input

Architecture overview

Camera Image

Phone Orientation

Camera Parameters

focal length
intrinsic matrix
extrinsic matrix
projection matrix

Depth Map

DepthLab DepthLab
Data Structures and Utilities Algorithms
Localized Depth
—_— Conversion Utilities
screen uv/xy — depth
screen uv/xy « world vertex b
screen uv/xy — local normal orientation hit test reflection
screen uv/xy — world normal
depth uv « depth xy Surface Depth
SCreen uv « screen xy P
’ —
Depth Al : —
e physics texture decal  depth mesh
Dense Depth
Depth Mesh .
Depth Texture

.
occlusion

relighting

aperture



Data Structure

Depth Array

2D array (160x120 and above) of 16-bit integers



Data Structure

(a) input depth map

(c) real-time depth mesh

(b) template mesh winding order of the template mesh



Data Structure




System

Architecture

Localized Depth Surface Depth Dense Depth
CPU v v X (non-real-time)
GPU N/A v (compute shader) v (fragment shader)
point projection depth mesh anti-aliasing

Prerequisite b . . . .
normal estimation  triplanar mapping multi-pass rendering

Data

Structure depth array depth mesh depth texture
physical measure  collision & physics scene relighting

Example , _
Use Cases oriented 3D cursor virtual shadows aperture effects

path planning texture decals occluded objects




Localized

Depth

Coordinate System Conversion

Conversion Utilities

screen uv/xy — depth
screen uv/xy <« world vertex
screen uv/xy — local normal
screen uv/xy — world normal
depth uv < depth xy
SCreen uv <> screen xy

—a

3D Cursor

4 - el ‘?J%
Distance . Height :
1.56 meters 0.91 meters




Localized

Depth

Normal Estimation

np = (Vp— Vpi(10)) X (Vp = Vpr0.1))




Localized

Depth

Normal Estimation

1
2
3

-

N-T- R B U )

11
12
13
14
15
16
17
18

20

21

Algorithm 1: Estimation of the Normal Vector of a Screen
Point in DepthLab.

Input : A screen point p < (x,y) and focal length f.
Output : The estimated normal vector n.

Set the sample radius: r < 2 pixels.

Initialize the counts along two axes: cx < 0,cy < 0.
Initialize the correlation along two axes: px < 0,py < 0.
for Ax € [—r,r] do

for Ay € [—r,r] do
Continue if Ax =0 and Ay =0.
Set neighbor’s coordinates: q < [x+ Ax,y + Ay].
Set q’s distance in depth: dyq < [|D(p),D(q)].
Continue if dpq = 0.
if Ax # 0 then
‘ cx +—cx+1.
px < Px +dpq/Ax.
end
if Ay # 0 then
‘ cy «cy+1.
Py < Py +dpq/Ay.
end
end
end

Set pixel size: A + @.

return the normal vector n: | —£2L —PX 1),
).Cy A.L‘x




Localized
Depth

Normal Estimation




Localized ‘Avatar
Depth

Avatar Path Planning




Localized
Depth

Rain and Snow




Surface Depth

Use Cases

(a) input depth map

(c) real-time depth mesh

(b) template mesh winding order of the template mesh
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Surface Depth

Physics collider




Color Ballons

oy ¥
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Surface Depth

Texture decals




Surface Depth

3D Photo

Preview



Dense Depth

Depth Texture - Antialiasing




Dense Depth

Real-time relighting




Dense Depth Relighting

Why normal map does not
work?




Dense Depth

Real-time relighting

Algorithm 3: Ray-marching-based Real-time Relighting.

Input : Depth map D, the camera image I, camera intrinsic
matrix K, L light sources L = {_#",i € L} with each
light’s location v ¢ and intensity in RGB channels

O
Output :Relighted image O.

1 for each image pixel p € depth map D in parallel do

2 Sample p’s depth value d < D(p).

3 Compute the corresponding 3D vertex v, of the screen
point p using the camera intrinsic matrix vp with K:
vp =D(p) - K™'[p,1]

Initialize relighting coefficients of vp in RGB: ¢p < 0.
for each light £ € light sources L do
Set the current photon coordinates v, < vp.
Set the current photon energy E, < 1.
while v, # vy do
Compute the weighted distance between the
photon to the physical environment
Ad — o|vg — V| + (1 — a)|ve — vy, a=0.5.
Decay the photon energy: E, <— 95%E,
Accumulate the relighting coefficients:
Pp < Op+AdE,¢ .
March the photon towards the light source:
Vo < Vo+ (Vg —V,)/S, here S = 10, depending
on the mobile computing budget.
end
end
Sample pixel’s original color: &, < I(p).
Apply relighting effect:

O(p) < 7-(0.5— ¢p| 'd)ll{swp — ®p, here Y« 3.
17 end

.
-

Relighting




Dense Depth
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Dense Depth

Real-time relighting

AN

N\

go/realtime-relighting, go/relit



Dense Depth

Wide

aperture effect
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Dense Depth

Occlusion-based rendering




Experiments

DepthLab minimum viable
application

Distance
1.97 meters




Experiments
General Profiling of MVP

Procedure

Timings (ms)

DepthLab's overall processing and rendering in Unity
DepthLab's data structure update and GPU uploading
Point Depth: normal estimation algorithm
Surface Depth: depth mesh update algorithm
Per-pixel Depth: visualization with single texture fetch

8.32
1.63

<0.01
2.41

0.32




Experiments

Relighting

200+

150~

Rendering time per
frame (ms)
g 3

2 U 16 32 64 128

input depth output with #samples=128 Number of samples per ray



Experiments

Aperture effects

input color output with kernel size=21 "

m-

Rendering time per
frame (ms)
2

1 2.1 3.1 4.1 5.1 6.1 7.1
ernel size
(a) examples of aperture effects (b) performance benchmark

input depth output with kernel size=71



Discussion

Deployment with partners




Discussion

Deployment with partners




Deployment with partners Collider

Discussion - ° ‘@a"‘ q%




Limitations

Design space of dynamic
depth

Dynamic Depth? HoloDesk, HyperDepth, Digits, Holoportation for mobile AR?




Envision

Design space of dynamic
depth




[ googlesamples / arcore-depth-lab @Unwatch ~ 28 frUnstar | 333 ¥ Fork 66

<> Code @ lssues 3 11 Pull requests (® Actions [T Projects 0 wiki @ Security |~ Insights 2 Settings

G .t b $ master v $ 1branch ©0tags Go to file Add file ~ About B

ARCore Depth Lab is a set of Depth

g ruofeidu Updated README.md with latest UIST 2020 publication. clileda onJul31 © 6 commits APl samples that provides assets using
depth for advanced geometry-aware
B Assets Added a demo scene of stereo photo mode. 3 months ago features in AR interaction and
ing. (UIST
B8 ProjectSettings Added a demo scene of stereo photo mode. 3 months ago rendering. (UIST 2020)
[ CONTRIBUTING.md Initial commit. 3 months ago Zrorsy Qe ety Wmobis
ar  interaction
[ LICENSE Initial commit. 3 months ago
[0 Readme
[ READMEmd Updated README.md with latest UIST 2020 publication. 2 months ago
&8 View license
README.md Vi

Releases

ARCore Depth Lab - Depth APl Samples for Unity No releses published

Create a new release

Copyright 2020 Google LLC. All rights reserved.

Depth Lab is a set of ARCore Depth API samples that provides assets using depth for advanced geometry-aware Packages

features in AR interaction and rendering. Some of these features have been used in this Depth API overview video. )
No packages published

Publish your fi ki
ARCore Depth API is enabled on a subset of ARCore-certified Android devices. iOS devices (iPhone, iPad) are not cald ol e
supported. Find the list of devices with Depth API support (marked with Supports Depth API) here:

https://devel i le. di rted-devices. See the ARCore devel d tation f
ps://developers.google.com/ar/discover/supported-devices. See the ore developer documentation for more Contibiitors @

information.
Download the pre-built ARCore Depth Lab app on Google Play Store today. e kidavid David Kim
ANDRCH g ruofeidu Ruofei Du
P> Google Play
L
Sample features anguages
The sample scenes demonstrate three different ways to access depth: ® C#684% ShaderLab 25.6%

HLSL 4.7% GLSL 1.3%

. Localized depth: Sample single depth values at certain texture coordinates (CPU).

Character locomotion on uneven terrain

Collision checking for AR object placement

Laser beam reflections

Oriented 3D reticles




ARCore Depth Lab

Google Samples Tools * ok k k4D &

Play Store

Try it yourself!
€ Everyone

A You don't have any devices
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Thank you!

DepthLab | UIST 2020

DEPTHLAB: REAL-TIME 3D INTERACTION WITH DEPTH MAPS
FOR MOBILE AUGMENTED REALITY

ACM UIST 2020

Download PDF (6 or Low-Res PDF (4 MB

Ruofei Du, Eric Turner, Maksym Dzitsiuk, Luca Prasso, Ivo Duarte,
sh Gladstone, Nuno Cruces,

Shahram lzadi, Adars! owdle, Konst: ne Tsotsos, David Kim

Jason Dourgarian, Joao Afo

Google LLC

DepthLab: Real-time 3D Interaction with Depth Maps for Mobile Augmented Reality (UIST 2020) © ~»
Watch later ~ Share

DepthLab: Real-time 3D Interaction with Depth Maps for
L Mobile Augmented Reality

0, Ivo Duarte,
Jason Dourgarian, Joao > @dstone, Nuno Cruces,
Shahram |zadi, Adarsh Kowdle, Konstantme Isotsos, David Kim

Google | ACM UIST 2020

DegthLab Resttime 30 inievecticn with Depth Mapa fer B Y _ 54FEE .




Demo

DepthLab | UIST 2020

DEPTHLAB: REAL-TIME 3D INTERACTION WITH DEPTH MAPS
FOR MOBILE AUGMENTED REALITY

ACM UIST 2020

Download PDF (6 or Low-Res PDF (4 MB

Ruofei Du, Eric Turner, Maksym Dzitsiuk, Luca Prasso, Ivo Duarte,
sh Gladstone, Nuno Cruces,

Shahram lzadi, Adars! owdle, Konst: ne Tsotsos, David Kim

Jason Dourgarian, Joao Afo

Google LLC
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Project Geollery.com: Reconstructing a Live Mirrored World
W1th Geotﬁgged Social Media

{ruofei, dli7319, varshney}@umiacs.umd.edu | www.Geollery.com | Web3D 2019, Los Angles, USA

UNIVERSITY OF THE AUGMENTARIUM
COMPUTER SCIENCE
@ MARYIAND UMIACS mseiommomns Ry, SOMPUTER SCENCE



http://www.duruofei.com
http://www.cs.umd.edu/~varshney/

Geollery.com

v2: a major leap

coarse detail

" ;;. ,}i"" "
S 1, ‘
"o, /o v
S N
building polygons

360

o

#(,

images

fine detail

t

depth maps

74





http://www.youtube.com/watch?v=rQ8HHyy1SOw
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System Overview
2D Map Data




System Overview

+Avatar +Trees +Clouds

] |




System Overview

+Avatar +Trees +Clouds +Night
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System Overview

Street View Panoramas

81
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System Overview

Street View Panoramas




System Overview

Geollery Workflow

I

) éo images ‘ depth maps avatars and geotagged social media

building polygons

All data we used is publicly and widely available on the Internet.
83



Rendering Pipeline

Close-view Rendering

-

o )L

(d) texturing individual geometry (e) texturing with alpha blending (f) rendering results in fine detail
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Rendering Pipeline

Initial spherical geometries

S,
AN
a
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Rendering Pipeline

Depth correction
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Rendering Pipeline

Intersection removal
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Rendering Pipeline
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Rendering Pipeline
Rendering result in the fine
detail
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Rendering Pipeline

Rendering result in the fine
detail




Rendering Pipeline

Experimental Features

AV Williams Building
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Introduction

VR headset & video streaming

* 360 Cameras and VR headsets are increasing in resolution.
* Video streaming is quickly increasing in popularity.

Per-eye Resolution of VR Headsets . .
International Expansion

Netflix's paid streaming subscribers at
the end of the respective year (in millions)

M International M USA

I Netflix's

e}

~

167.1

o

1393

110.6

o

Megapixels
>
0
©
2

2 .
27.4 e
1 - 2015 2016 2017 2018 2019
o Source: Netflix
2016 VR (Oculus Rift) 2018 VR (Vive Pro) 2019 VR (Pimax 8K) -
©@®O6 statista %
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Introduction

VR + eye tracking

« Commercial VR headsets are getting eye-tracking capabilities.

HTC Vive Eye Varjo VR-3 Fove
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Introduction

360 videos

* 360 cameras capture the scene in every direction with a full 360 degree

spherical field of regard.
* These videos are typically stored in the equirectangular projection

parameterized by spherical coordinates (0, ¢).

360°
Field of
Regard

Captured 360 Video
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Introduction

360 videos

* When viewed in a VR headset, 360° videos cover the entire field-of-view
for more immersive experiences.

* However, transmitting the full field-of-regard either has worse perceived
quality or requires far more bandwidth than for conventional videos.

Captured 360 Video Projection to Field of
View

98



Introduction

360 videos

e Existing work in 360° streaming focuses on viewport dependent
streaming by using tiling to transmit only visible regions based on the
user’s head rotation.

Chunk
Quality 1 Quality 2 Quality 3

miex [ 240400 BEEEE
mile2 [ 242000 B
mie s [HOHOH 2A2022 B

1

J

|
Chunks Fetched by the Client

HE

Tiling lllustration
Image from (Liu et al. with Prof.
Bo, 2017)

B
R
EEEE

99



Introduction

Foveated rendering

* Foveated rendering renders the fovea region of the viewport at a
high-resolution and the peripheral region at a lower resolution.

e Kernel Foveated Rendering (Meng et al., PACMCGIT 2018) uses a
log-polar transformation to render foveated images in real-time.

PERIPHERAL b .

(a) Cartesian Coordinates

Log-polar Transformation,
Image Credit: Tobii Image from (Meng et al., 2018)

tes,a=1
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Introduction

Log-Polar Foveated Streaming

* Applying log-polar subsampling to videos results in flickering and aliasing
artifacts in the foveated video.

101


https://docs.google.com/file/d/1-MoO5f2dFcBpcOZiYYIGeMqKNgii3SEQ/preview
https://docs.google.com/file/d/1UXqVa9HJK0TC8j551RAILQMtUbgT_iaJ/preview

Research

Questions

 Can foveation techniques from rendering be used to optimize 360 video
streaming?

* How can we reduce foveation artifacts by leveraging the full original video
frame?
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Log-Polar
Foveated

Streaming

e Artifacts are caused by subsampling of the original video frame.

Original Frame

Subsampled Pixel



Log-Polar
Foveated

Streaming

e Artifacts are caused by subsampling of the original video frame.

Original Frame

Subsampled Pixel



Log-Polar
Foveated

Streaming

e Subsampled pixels should represent an average over an entire region of the
original video frame.

e Computationally, this would take O(region size) time to compute for each
sample.




Summed-Are

a Tables

One way to compute averages quickly is using summed-area tables, also

known as integral images.

Sampling a summed area table only takes O(1) time.

[a

[0

Sum(D)=a—b—c+d



Log-Rectilinear

Transformation

e Apply exponential drop off along x-axis and y-axis independently.

e Rectangular regions allow the use of summed area tables for subsampling.

e A one-to-one mapping near the focus region preserves the resolution of the
original frame.

u H | § | N peeeeese .
L = | & |» skl 8] &




Foveated

Streaming

Video Streaming Server

FFmpeg OpenCL OpenCL FFmpeg
Decoding 360° GPU-driven Computing the Encoding the
ecci/.:?g Summed-Area Log-Rectilinear Log-Rectilinear
ideo Table Generation Buffer Video Stream
socket socket socket
Client
FFmpeg OpenCL
. . . Decoding the Transforming into
Video Streaming Updating the Log-Rectilinear a Full-resolution
Request Foveal Position Video Stream Video Frame




Qualitative

Results

e Shown with gaze at the center of the viewport



https://docs.google.com/file/d/1TD40vfMivRvWm9bsI03lyOmLnOLw2D6O/preview

Quantitative

Results

We perform quantitative evaluations comparing the log-rectilinear transformation
and the log-polar transformation in 360° video streaming.

e Performance overhead of summed-area tables.
e Full-frame quality.
e Bandwidth usage.

Sampling Method Decoding (ms) Processing (ms) Sampling (ms) Encoding (ms) Total (ms)

Log-Polar 6.14 1.91 0:55 2.86 11.46
Log-Rectilinear 6.13 1.91 053 2.85 11.43
SAT Log-Rectilinear 6.14 3.00 0.46 2.84 12.44




Quantitative

Results

e Pairing the log-rectilinear transformation with summed area table filtering
yields lower flickering while also reducing bandwidth usage and returning high
weighted-to-spherical signal to noise ratio (WS-PSNR) results.

Flicker of Foveated Videos WS-PSNR of Foveated Videos
400 -
1 \/\f\/\/‘
300- = \/\/’\/\/\
=
3 o 20+
e} %
LT 200- a
12}
= -
100 -
0-
0']. 0.2 OI3 0‘4 0‘5 0.6 0‘7 OIB 0‘9 ].'O 1.1 1‘2 1‘3 1'4 O'l 0'2 0.3 0.4 0.5 0.6 OI7 OIS OIQ 1‘0 1‘1 1'2 l'3 l'4
Video Number Video Number

Foveation — Log-Polar — Log-Rectilinear —— SAT Log-Rectlinear Foveation — Log-Polar — Log-Rectilinear —— SAT Log-Rectlinear



Quantitative

Results

e Pairing the log-rectilinear transformation with summed area table filtering
yields lower flickering while also reducing bandwidth usage and returning high
weighted-to-spherical signal to noise ratio (WS-PSNR) results.

Bitrate of Foveated Videos
6000 -

5000 -

4000 -

Bitrate (Kbit/s)

3000-

2000 -

01 02 03 04 05 06 07 08 09 10 11 12 13 14
Video Number

Foveation — Log-Polar — Log-Rectilinear — SAT Log-Rectlinear



Conclusion

e \We present a log-rectilinear transformation which utilizes foveation,
summed-area tables, and standard video codecs for foveated 360° video

streaming.
Foveation Summed-Area Standard Video
Tables Codecs
@] 0 3
-1 04
D MPEG-4/AVC
[c] [d]

Foveated 360° Video Streaming
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https://docs.google.com/file/d/1-AYDXd9K8C-pth9LUldSZhNI7HYglM3T/preview



https://docs.google.com/file/d/1-LzqBqYPCO6xsnu0qQ619Y5bKcvVgajo/preview
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Research Questions:
- Design: What if we could bring sketching to real-time collaborationin VR?

- Design + Evaluation: If we can convert raw sketches into interactive
‘ animations, will it improve the performance of remote collaboration? B

- Evaluation: Are there best user arrangements or input modes for different
use cases, or is it more a question of personal preferences




CollaboVR: A Reconfigurable Framework for
Creative Collaborationin Virtual Reality
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(a) Discussing travel schedules in inte- (b) Presenting the topic of four dimen- (c) Sketching a baroque pattern in pro- (d) Collaborati
grated layout with remote participants. sional shapes in mirrored layout. Jective layout to remote users. niture and apartment arrangements.
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https://docs.google.com/file/d/1-kN83QXPYLTcPqNDh9S14DveVRhY8xkH/preview



https://docs.google.com/file/d/1-yLTWZHkzAFOBLqWRvBvspHgAJVqf7zx/preview



https://docs.google.com/file/d/103-V2EO8LyOvb_LTC1HhSDs5w4Q5KCW3/preview

Chalktalk (Cloud App)

Audio Communication
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e o Layout Reconfiguration
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Layout Reconfiguration

User Arrangements Input Modes
(1) side-by-side (1) direct
(2) face-to-face (2) projection

(3) hybrid



Layout Reconfiguration

tracking range of user 1

U Se r Arra n g e m e ntS Interactive boards

(1) side-by-side




Layout Reconfiguration

User Arrangements

(1) side-by-side
(2) face-to-face

RH g P8
LHw

user 2
observed
by user 1




Layout Reconfiguration

(@ user 3

User Arrangements

(1) side-by-side ¢B
(2) face-to-face



Layout Reconfiguration

User Arrangements

(1) side-by-side
(2) face-to-face
(3) hybrid




Layout Reconfiguration

Input Modes

(1) direct
(2) projection



Layout Reconfiguration

Input Modes

(1) direct
(2) projection



Layout Reconfiguration

Input Modes

(1) direct
(2) projection



C1: Integrated Layout C2: Mirrored Layout C3: Projective Layout

user 2
observed
by user 1




C1: Integrated Layout C2: Mirrored Layout C3: Projective Layout

user 2
observed
by user 1



https://docs.google.com/file/d/10JajPITdlUsdZ8ik744sQplW7x2Sv5Pb/preview

C1: Integrated Layout C2: Mirrored Layout C3: Projective Layout



https://docs.google.com/file/d/10XYMdq3qir-06Q-exbDXbtwT7mddRNmZ/preview

C1: Integrated Layout C2: Mirrored Layout C3: Projective Layout

user 2
observed
by user 1



https://docs.google.com/file/d/10hAbVnT0KwC_0gcrFHocjQZWE7VdJEvx/preview

Evaluation

System usability of CollaboVR

Easy to follow partners' thoughts

CollaboVR helped you express your ideas— —
Collaborating with your project partners was easy- —
Use CollaboVR on my own projects— —
T T T T
1 3 5 7

Overview of subjective feedback on CollaboVR



Evaluation
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Performance
—
Easy to Use

0 T T T 0 I I T
C1 C2 C3 C1 C2 C3

Condition Condition



Evaluation

a8 C1 OdC2 OC3
Ranking #1-
Ranking #2-
Ranking #3-
I 1
0 8
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Takeaways

1. Developing CollaboVR, a reconfigurable end-to-end collaboration system.
Designing custom configurations for real-time user arrangements and input modes.

Quantitative and qualitative evaluation of CollaboVR.

B W N

Open-sourcing our software at https://github.com/snowymo/CollaboVR.



https://github.com/snowymo/CollaboVR

more live demos...





https://docs.google.com/file/d/11A29M6R2400ELbCYfLrxbU0e5wZPaqr4/preview



https://docs.google.com/file/d/11mmdUqcpTNAiN11fZEzfTKxxmE7KIcvu/preview



https://docs.google.com/file/d/11jbezoCG2iCUe8tJw08MRThaJeIyzDVh/preview



https://docs.google.com/file/d/11nkuSVuLkrZDfZiSR2AIYs2jWjLbbXDt/preview
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Future Directions
The Ultimate XR Platform
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Future Directions

And look into the future




Future Directions
Change the way we
communicate in 3D and
consume the information
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Introduction

Depth Map

>
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9

camera center

— 7
principal axis
depth image



Introduction

Depth Lab

F ————

s gmm'

(f) occlusion and path planning

(d) geometry-aware collisions (e) 3D-anchored focus and aperture effect



Thank you!

www.duruofei.com

DepthlLab: Real-Time 3D Interaction With Depth Maps for

Mobile Augmented Reality




Introduction

Depth Lab

Occlusion is a critical component for AR
realism!

Correct occlusion helps ground content in
reality, and makes virtual objects feel as if
they are actually in your space.
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Depth Mesh

Generation

Algorithm 2: Real-time Depth Mesh Generation.

Input : Depth map D, its dimension w x h, and depth
discontinuity threshold Adp.x = 0.5.
Output : Lists of mesh vertices V and indices 1.
In the initialization stage on the CPU:
1 forx € [0,w—1] do
2 | forye[0,h—1]do
3 Set the pivot index: Iy - y-w+x.
4 Set the neighboring indices:
L+—Ihh+1, L+ Iy+w L+ L+1.
5 Add the vertex (x/w,y/h,0) to V.
6 end
7 end
In the rendering stage on the CPU or GPU:
8 for each vertex v € V do
9 Look up v’s corresponding screen point p.
10 | Fetchv’s depth value dy < D(p).
11 Fetch v’s neighborhoods’ depth values:
di < D(p+(1,0)), d> < D(p+(0,1)),
d; <~ D(p+(1,1)).
12 Compute average depth d «
13 Letd < [do,d,d>,d3].
4 | ifany (step (Admax,|d—d|)) =1 then
15 | Discard v due to large depth discontinuity.
16 end
17 end

do+d\+dr+ds
S




Localized
Depth

Avatar Path Planning




Dense Depth

Depth Texture

(a) relighting effect b) aperture effect (c) fog effect



Introduction

Depth Map

(a) input depth map (b) result depth map (c) result with
(bilinearly filtered) with FXAA depth-guided FXAA



Taxonomy

Depth Usage

Depth-based Interaction Design Space

Geometry-aware

Rendering

occlusion
shadows
relighting

Actions

physics
path planning
free-space check

Depth Interaction

Interface

3D cursor
bounding-box
region selection

Gestures

static hand
dynamic motion
3D touch

Visual Effects of

Static

Bokeh effect
triplanar mapping
aligned AR text

Dynamic

depth transition
light painting
surface ripples



Introduction

Depth Map

Figure 12. Given a dense depth texture, a camera image, and virtual
light sources, we altered the lighting of the physical environment by trac-
ing occlusions along the light rays in real time.



Introduction

Depth Map

Figure 13. Wide-aperture effect focused on a world-anchored point on a
flower from different perspectives. Unlike traditional photography soft-
ware, which only anchors the focal plane to a screen point, DepthLab
allows users to anchor the focal point to a physical object and keep the
object in focus from even when the viewpoint changes. Please zoom in to
compare the focus and out-of-focus regions.



