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Figure 1:With ThingShare, (a) users can quickly and easily create digital copies of physical objects. These copies can be displayed
(b) on the user’s video, (c) stored in the object library for future use, or (d) displayed on a separate container called the Task
View for more in-depth object-centric discussions. The Task View allows users to add annotations to the digital objects and (e)
also supports displaying multiple copies for easy comparisons and multiple perspectives.

ABSTRACT
In video meetings, individuals may wish to share various physi-
cal objects with remote participants, such as physical documents,
design prototypes, and personal belongings. However, our forma-
tive study discovered that this poses several challenges, including
difficulties in referencing a remote user’s physical objects, the lim-
ited visibility of the object, and the friction of properly framing
and orienting an object to the camera. To address these challenges,
we propose ThingShare, a video-conferencing system designed to
facilitate the sharing of physical objects during remote meetings.
With ThingShare, users can quickly create digital copies of physical
objects in the video feeds, which can then be magnified on a sepa-
rate panel for focused viewing, overlaid on the user’s video feed for
sharing in context, and stored in the object drawer for reviews. Our
user study demonstrated that ThingShare made initiating object-
centric conversations more efficient and provided a more stable
and comprehensive view of shared objects.
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1 INTRODUCTION
People increasingly use video-conferencing platforms for work-
place meetings [108], education, entertainment [98], and social
interaction with families and friends [79], accelerated by the need
to interact remotely during the global COVID-19 pandemic. In video
communication, people often need to show physical things (e.g.,
documents and design artifacts) to remote users for work [58] or
in social settings [61], just as they do in in-person social interac-
tions [33].
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However, showing physical objects in video meetings poses
several challenges. Due to the constraints of screen space and the
camera’s field of view, users often have to choose between a close-
up view of an object without showing themselves and the entire
view that simultaneously shows both themselves and the object,
at the expense of the object’s details. Observing an object from
different perspectives requires asking the local user to adjust the
camera or the object since the camera only captures a 2D image
of an object from a fixed point of view. Referencing objects often
involves multiple rounds of verbal communication as the remote
user does not have access to the object. Moreover, presenting digital
objects, such as scanned 3D models, images, and video clips, can
be an effective way to facilitate object-centered communication in
meetings. However, preparing these objects prior to the meeting
can be time-consuming and may not be adaptable to unplanned
situations such as impromptu questions from other attendees.

To support remote collaboration, Buxton [6] identified three es-
sential communication channels for video-mediated and remote
communication: person space for delivering facial expressions, task
space for establishing a shared workspace, and reference space for
supporting shared gesturing in the task space. Prior work has ex-
plored shared (first-person) view and desk view in object-focused sce-
narios sharing and accessing remote spaces or specialized surfaces
that separated the task-reference space from the person space and
with extensive hardware configurations (e.g., multiple cameras [77],
projectors [52], robot telepresence [59, 87], shape-changing inter-
faces [23]). While hardware setups that enable stable and hands-
free interactions [52, 79, 90, 103, 104] can be beneficial, they are
complex, require preparation, and are not yet ubiquitous [58]. This
constrains use cases to more special-purpose scenarios that are not
yet common in everyday video-conferencing setup [58, 61].

In contrast to hardware solutions, we are interested in under-
standing and developing software solutions that allow people to
share physical objects using everyday video-conferencing tools.
Previous studies [22, 61, 73] have shown that the face-to-face con-
figuration in conventional video-conferencing platforms can hinder
the remote collaboration for tasks involving physical objects. How-
ever, there is a lack of understanding of how people overcome these
challenges in their everyday use of video-mediated communica-
tion [7, 61]. To better understand these practices and the challenges
people face, we conducted a formative study with 124 crowd work-
ers. Participants reported encountering challenges such as showing
detailed views of objects, maintaining objects within the camera
view, referencing specific sections of an object, and displaying mul-
tiple objects or perspectives.

Informed by the findings from the formative study, we developed
ThingShare, a videoconferencing system that supports users to flu-
idly share physical objects with a remote partner by creating digital
copies. ThingShare provides user interface controls and interac-
tions for users to easily create, manipulate, and reference digital
copies for effective discussions around physical objects. Imagine
the following usage scenario with ThingShare, where two hardware
engineers, Alice and Charlie, are discussing the design of a game
controller. Using ThingShare, Alice can create a digital copy of a
game controller in her hand by a simple drag-and-drop (Figure 1a),
which can then be placed on her video feed (Figure 1b). Since the
digital copy is displayed on her video feed, she can use gestures to

refer to the specific parts of the controller or hold another game
controller in her hand. During their discussion on the placement
of electrical components, Alice can open a Task View to display a
close-up view of the controller, where they can also make annota-
tions (Figure 1d). Charlie finds that the trigger button design of her
controller differs from Alice’s, and she creates a digital copy of her
controller and adds it to the Task View for comparison (Figure 1e).
In brief, these interactions show that users can have expressive
conversations around physical objects through ad-hoc interaction
with digital copies via ThingShare.

To evaluate the system, we conducted a user study with 16 par-
ticipants. Our findings illustrate that capturing and storing physical
objects enhances conversations around physical objects and im-
proves the local user’s ability to reference properties of objects and
manage the privacy boundaries between sharing a view of their
local environment vs. the objects within it. Supporting the remote
user’s access, control, and reference to digital copies helped them
to better understand and contribute to the communication. We
conclude that future designs should focus on providing an object-
separated layer in front of users.

In summary, we contribute: 1) ThingShare, a video-conferencing
system with commodity hardware designed for object-sharing prac-
tices. 2) Findings from a formative study on everyday object-sharing
practices and challenges in remote meetings. 3) Insights from a user
study on the use of ThingShare for sharing and discussing objects
in remote meetings.

2 BACKGROUND AND RELATEDWORK
In this section, we review prior literature on remote collaborative
technologies that support shared task spaces. We situate our work
in the broader context of remote technologies and conclude with a
design space.

2.1 Challenges in Supporting Object-Focused
Sharing and Remote Collaboration

2.1.1 Background of Systems and Interfaces for Object-Focused Col-
laboration. Prior work has studied remote object-focused collabora-
tion [22, 73, 77, 83], with a focus on understanding users’ perception
of different perspectives on physical objects. Various research sys-
tems have been proposed to offer new ways of visually accessing
remote spaces [26, 30, 68], such as remote camera control [83] or
multiple viewpoint capture [59, 103], which use stationary or head-
mounted cameras to expand the remote access to a physical space
and its objects. Media space research has studied approaches to con-
nect spaces across remote office sites, where there are challenges
of spatial inconsistency [100], multiple views [82] (e.g., desk view,
birds-eye view) and affordances to control viewpoints [103]. They
found the particular importance of accessing objects and remote
environments and supporting collaboration in various work-related
contexts [82, 100]. In contrast, other studies focused on families
and friends who are geographically dispersed [53, 76, 106]. where
interfaces were developed to enable always-on media space sys-
tems [50, 51, 81] to enhance family connection and awareness,
and specialized shared table space for activities such as reading
(e.g., [81]) and playing (e.g., [79, 96, 105]). In spite of these studies,
many of the systems developed either do not focus on accessing
physical objects (e.g., [50, 51]) or require additional hardware (e.g.,
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additional tabletop or projector [52, 79, 96, 105]). As a result, only
a limited number of these systems can be used in everyday life,
especially when people are working from home or connecting with
remote friends and family, due to the specialized hardware required.
In light of recent efforts to improve video-mediated communica-
tion [34, 41, 43, 75, 89] and the current trend of remote work [5, 8]
and online social gatherings [25, 43], studying object-sharing prac-
tices might suggest new and alternative approaches to enhance
remote meeting technologies.

In this paper, we consider details of how video-conferencing
systems can be designed to accomplish everyday work-related or
leisure-related activities with a single display and camera. This
motivates us to design and investigate a system that tackles the
challenges of sharing physical objects in the conventional face-
to-face, opposing view perspective of video chat systems. We
outline the following subsection to see how our work connects and
extends prior work by supporting the perspective of space (2.1.2)
and remote referencing (2.1.3) on the physical objects.

2.1.2 Challenges of Opposing View Perspective. The conventional
face-to-face view can be challenging due to the opposing view per-
spective of video chat systems [22, 73], which flattens the view of
physical objects [22]. Furthermore, the need for dynamic manip-
ulation and re-orientation of handheld objects towards the front
camera in a live video can be tedious, as users are responsible for
presenting the handheld object to their remote partner. In particu-
lar, users may forget to present the object to their remote partners
when their attention is on the physical material experience with the
object, as found by Oehlberg et al. [73] in a scenario of critiquing
design prototypes. To solve these challenges, ReMa [22] enabled a
remote re-orientation of objects by supporting tele-manipulation
with robot arms. CamBlend [77] utilized the wide FOV camera with
multiple controllable, in-context views that enabled remote refer-
ence and captured snapshots. Licoppe et al. [61] explored how users
orient objects with the support of a maneuverable device, the Kubi
telepresence system. In contrast to these hardware-intensive solu-
tions, our work focuses on developing a hardware-free approach to
address object-sharing challenges when the user holds and orients
objects towards the camera, with both dynamic live sharing and
static non-live storage of physical objects in the virtual space.

2.1.3 Remote Gesture, Referencing, and Manipulation. The cen-
tral theme in Computer-Supported Cooperative Work (CSCW) sys-
tems has been to facilitate remote collaboration by conveying the
conduct of remote collaborators via remote referencing and ges-
tures. Various methods have been explored in previous studies to
facilitate remote gestures, including the use of cursor [77], laser
pointers or tele-pointers [42, 56], as well as virtual overlays of bod-
ies and arms [90] to provide supplementary non-verbal cues and
subtleties. Furthermore, AR-based mobile collaboration supports
a different perspective of space of what we aim to investigate. To
solve ambiguous verbal referencing problems, this work focuses
on supporting annotations and labeling to videos and helps users
to move their mobile camera around the scene freely for physical
tasks [10, 27, 29, 48, 74].

Moreover, prior work also supports remote gestures by enabling
re-orientation and tele-manipulation of a physical proxy of the

object, e.g., utilizing robot arms [22] or shaping-changing actu-
ation [22] to create physical affordance. However, such systems
often require physical proxies of the same objects from both sides.
Extending this work, we want to further investigate how enabling
remote reference, access, and control to the parallel and shared
digital copies of a physical object can help or hinder the remote
user’s understanding without physical proxies and hardware setups.

2.2 Integrating Physical Artifacts into Shared
Surfaces and Spaces

Earlier tabletop research has explored the use of interactive ta-
bles to support and enhance creative group collaboration. Some
of these systems focused on enabling the co-habitation of physi-
cal and digital artifacts on the tabletop, merging image capturing
and display space [36, 39, 69, 80, 84, 85, 95]. With intuitive pen-
based interfaces, the NiCE Discussion Room [37] incorporated pa-
per artifacts and digital media to support sharing information in
co-located group meetings. Transferring non-digital artifacts to
digital output for sharing objects has also been explored in remote
setups [38, 70]. Media space research has explored providing remote
access to documents using multiple-camera setups, a shared desk
area, and the life-size image of remote users in work [57, 67, 68] and
social contexts [79, 103, 104]. To support sharing any surfaces, Illu-
miShare [52] enabled task and reference spaces with a peripheral
device combined with a low-cost camera and projector. However,
such metaphors usually require external hardware setups such as
tabletop surfaces or projectors to capture the object and were better
suited to capturingflat artifacts such as documents and books [54].
Such setups, thus, limit the flexibility of sharing three-dimensional
physical objects [19, 22], leaving the reference to remote space dis-
embodied and fractured [66, 99] with unsmooth transition between
the person and task space [7].

In contrast to prior work that separated the working area (via
capturing table surface) from the image of the remote user, Cam-
Blend [77, 78] supported co-orienting and capturing larger objects
such as information drawn on whiteboards and proposed a focus-in-
context method in a panoramic video collaboration system. We aim
to investigate the design possibilities embedded in the video mir-
ror (face-to-face) space by integrating the physical artifacts in the
shared virtual space, thus supporting fluid and spontaneous tran-
sitions between sharing objects and face-to-face communication
during remote meetings. Unlike CamBlend [77], which supports
spatially-anchored object windows as a focus in the environment
for bi-directional object referencing in wider environments, our fo-
cus is on supporting the ad-hoc need to bring physical objects into
the video window as digital copies that are entirely independent of
the environment.

2.3 Design Space: Supporting Shared Task Space
for Remote Communication

Buxton proposed three communication channels for remote commu-
nication and differentiates the benefits and drawbacks of separating
or integrating person and task-reference space. Utilizing Buxton’s
framework [7], we grouped prior literature that created systems to
support access to remote shared physical task space into a Design
Space (Figure 2).
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Figure 2: ThingShare Design Space of prior work that supports access to remote physical space or objects.

2.3.1 Towards Task Space. Current commercial tools, such as Mi-
crosoft Teams, use contour detection to capture the shared task
space and support desk or whiteboard view. Apple has recently an-
nounced an approach that uses a single iPhone ultrawide angle lens
camera as the webcam to quickly transition from face-to-face to
desk view. FocalSpace [102] utilized the "focus+context" approach
and captured both persons and objects as interactive elements using
depth and shared image space in layer models, but its shared task
space still primarily focuses on capturing specific surfaces, such as
a whiteboard. CamBlend [77] supports task space using a different
approach, as it integrates the person and task space yet blurs the
human and unrelated task spaces, with a movable focus-in-context
window deblurring certain objects for object-focused discussion.

2.3.2 Towards Person Space. Commercial video-conferencing plat-
forms can support the quick showing of physical objects that form
part of the task space via the person space video channel [7]. Media
space and video-mediated collaboration research such as Clear-
Board [46] primarily focuses on integrating the person and digital
task space, limiting its ability to share physical objects through its
person space channel like video-conferencing tools. ThingShare
builds up on this metaphor of integrating the person and (physical)
task space and focuses specifically on supporting the design of
remote meetings for sharing physical objects with person-centric (
Towards Person Space ) and task-centric sharing ( Towards Task Space ).

2.3.3 Design Space. We devised a design space (Figure 2) to situate
our techniques in relation to previous object-focused sharing sys-
tem, suggest connections between techniques, and direct attention
to relatively under-explored combinations.

On the left side of Figure 2, the rows indicate the communication
configuration of either Towards Person Space (2.3.2) or Towards Task Space

(2.3.1) of person and shared task space. We identify the task space
here as the surrounding or wider physical space and environment
rather than the digital shared task space.

The columns of the Design Space encompass our design of re-
mote reference space into three levels of access to remote object
referencing. We define this as a qualitative measure of how a given
interaction technique limits the remote user’s access to the phys-
ical objects of shared task space, i.e., the degree to which a user
provides the input (i.e., remote reference) into the remote space,

from no/limited referencing to object referencing. No Referencing

refers to tools that do not support remote gestures and thus require
a remote user to use ambiguous verbal referencing. Supporting
tele-presence [59, 61, 88, 93] enables Limited Referencing , allowing a
local user to be aware of where the remote user is looking at, and
the remote user to access different viewpoints. However, only the
direction of the space is noticed, and access to specific physical ob-
jects is limited. The use of ephemeral or persistent spatial-anchored
remote gestures, such as arm shadows [90], cursor pointing, simple
annotation [50, 51] and focus-in-context windows [77] can provide
more remote control over Space Referencing to a specific object. By
contrast, Object Referencing , which our work supports, allows the
remote user to manipulate parallel and shared digital copies of ob-
jects. While many techniques for shared task space, including the
work that supports entirely digital sharing or other display config-
urations such as VR/AR (e.g., [91]) and hardware-intensive work
that requires physical proxies (e.g., [22, 23]), have been proposed,
we have intentionally emphasized examples of work that support
sharing physical environment and object-focused work with 2D
screen or projected display, since those are the most relevant to
the ideas in this paper.

3 FORMATIVE STUDY OF OBJECT SHARING
PRACTICES

Though there was a significant body of prior art, we found a dearth
of knowledge regarding the current state of everyday object-sharing
practices in video-conferencing tools and how their behavior and
objectives vary depending on context. Therefore, we conducted an
IRB-approved survey to help us understand how people currently
show objects, to learn typical behaviors, and primary purposes for
showing physical objects, and to gauge people’s concerns and chal-
lenges to show things under different contexts, i.e., work-related
and leisure-related meetings or video calls.

3.1 Methods
We posted a survey on Mechanical Turk and recruited Mturk work-
ers with a 98% approval rating and with more than 5000 HITs
(i.e., requests on Mturk) approved and paid each $3.00 for approxi-
mately 10-15 minutes. A screening question was included to filter
out respondents who did not have regular video calls (less than
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Figure 3: Frequency and behaviors of sharing physical objects in work-related and leisure-related contexts

once or twice a week) and hence could not provide insights for
our research questions. We received 124 valid responses (74 male,
49 female, and 1 non-binary) from 156 respondents, which repre-
sent diverse occupations, including IT professionals, research lab
managers, instructors, designers and creative professionals, sales-
people, and homemakers. For respondents’ frequency of having
video calls in different contexts, 86.29% of respondents reported
having work-related online meetings or video calls at least once or
twice a week. 60.17% of respondents reported having leisure-related
online meetings or video calls at least once or twice a week.

3.2 Findings
Here, we report the frequency, behaviors, purpose, and challenges of
showing and sharing physical objects in work-related and leisure-
related meetings. The complete summary of results is available
in Appendix A.1. Overall, for users having work-related meetings
at least once or twice a week, nearly half of respondents (72 re-
spondents, 58.0%) reported showing objects at least occasionally
(43.8% occasionally; 12.4 % frequent; 1.7% always). For users having
leisure-related meetings at least once or twice a week, nearly half
of respondents (71 respondents, 57.2%) reported showing objects at
least occasionally (37.2% occasionally; 19.0% frequent; 0.8% always).

3.2.1 Behaviors of Sharing Physical Objects. Most respondents
“Hold the object up to the camera” in work-related (50.3%) and
leisure-related meetings (45.1%)1 (See Figure 3 for other behaviors).

3.2.2 Use Cases of Sharing Physical Objects. We analyzed the vari-
ety of use cases for sharing physical objects in video meetings. Over-
all, the purposes in our sample include sharing objects for collabo-
rative, instructional, or ad-hoc needs that vary across work-related
and leisure-related meetings. We first categorized use cases found
in work-related meetings (72 respondents) as follows.

(1) Discussing details of products (31/72) focuses on the detailed
properties (size, color, design styles) of an object, such as the
prototypes and products, e.g., “I work in a women’s clothing
wholesale. I showed color swatches or fabric samples as an example
of the product. Images on paperwork were shown to see the item’s
style.”

1The list of behaviors included (1) Using a dedicated instrument to capture objects or
documents; (2) Holding the object up to the camera; (3) Holding the external camera
to capture the object (4) taking picture or video of the physical object and then send it
via text chat or email; (5) other.

(2) Remote instruction (11/72) requires users to convey instruc-
tions for training or troubleshooting purposes, e.g., to instruct
others how to test and use a prototype: “I showed my test device
in a company training because I want to show others how I test the
products”, or a troubleshooting meeting that requires a user to
show the broken parts to determine the root cause of a failure.

(3) Ad-hoc demonstration and clarification (43/72), e.g., “I
showed sample documents because I find it easier at the moment
than sharing digital doc.” The ad-hoc need for showing phys-
ical objects could also be to explain some complicated details
with data graphs, sketches, visualizations, and calculations on
paper or whiteboards (10/72) for clarification and explanation.
For example, when discussing product modifications, a product
analyst mentioned the need to show product changes or make
calculations and notes on paper or tablets and show it to the
camera for remote users to see, e.g., “Some of the company’s prod-
ucts that are marketed to customers occasionally would refer to a
wall chart with information; I might make notes or calculations
spur of the moment and hold them up for others to see.”

(4) Showing personal items for small talk (17/72). For example,
some showed personal items when others saw things in the
background and asked “I showed a 3D printed item I made during
a weekly meeting because people saw it in the background and
were curious about it.” ” Some respondents showed items as part
of the small talk, e.g., “I showed my dogs at various meetings to
break the ice and garner some soft attention.” or used objects
to show reactions, e.g., “I showed a cup raising it as a toast to
acknowledge a good idea.”

For respondents who never (12.4%) or rarely (29.8%) showed objects,
respondents generally indicated three reasons for not needing or
wanting to share physical objects: 1) their work-related objects
are digital, 2) the objects felt too personal and not professional for
work-related reasons, or 3) it is challengingwith current commercial
tools.

During leisure-related meetings (71 respondents), respondents
often share personal items in their conversations. Most respon-
dents reported showing handheld and background items during
social settings when the purpose could be ad-hoc and related to the
conversation.
(1) Sharing handheld Items. More than half of them (37/71)

showed items that they just bought, “I showed outfits I pur-
chased because my mother was curious about what I bought after
my shopping trip to the mall.” Moreover, respondents also show
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items to enjoy the moment with their family and friends (11/71),
e.g., having food and drinks together (8/71), and to play music
remotely (3/71).

(2) Sharing background items.Respondents (15/71) showed back-
ground items, or how things fit in the spacewith remote families,
e.g., “I was excited to show my new house to my mother, who lives
far away...” and “I showed flowers in my garden in a conversa-
tion with my mother-in-law because we were talking about yard
work and the season.” Moreover, some of them provided how-to
instructions (10/71) to remote families.

3.3 Challenges and Concerns of Showing
Physical Objects

The survey findings verified our hypothesis that there was signif-
icant use of ad-hoc sharing and showing behavior of “holding a
physical object up to the camera.” The challenges and concerns
we emphasized here occur more or less using all kinds of devices
(desktops, laptops and mobile devices) yet slightly differ when using
different behaviors (e.g., capturing desk surfaces). Here we sum-
marized the challenges and concerns of showing physical objects
when using the behavior of “holding the objects up to the camera”
that motivated our design.

• C1: Difficult to show the finer detail or the actual size of
the object. The respondents found it hard to show the detail of
an object and the actual size of an object, e.g., “I can not control the
position quickly to show the right size.” P54 (Engineer) who holds
the object to the camera found that it was hard to “... show off some
of the finer details of our prototype...” P41 (Art Designer) usually
shows some documents and paper artifacts with a combination
of taking images and holding the paper up to the camera during
work meetings, and she noted that “The first I learned a lot about
how to have a screenshot placement so they could see it..It was not
right after I tried a few more times... I hold them up so they can see
them.”

• C2: Unable to capture multiple pages of a document, dif-
ferent perspectives, or the entire image of a large item. The
respondents noted that “it is hard to keep together and refer to the
document when the document is of multiple pages. The majority
of them found it difficult to display multiple sides of the product,
e.g., “Some idea is not easily copied on the phone or laptop, such
as in a product design draft picture.” and to show two items at
once, e.g., “I can not show the object and my image at the same
time.” and items that cannot be picked up, e.g., “...trying to show
my mom a vacuum cleaner that had a confusing part to it trying
to get her to solve it and couldn’t manage to get it into view.”

• C3: Limited view to reference and understand remote user’s
attention due to occlusion. Respondents reported challenges
to “point to a specific section so that everyone can see exactly what
I’m referring to.” (P47, engineer, work meeting) and concerned
whether the concept has been conveyed properly to everyone. “It
has to be clearly shown to others, and everyone has to notice what
is being shown.” (P66, production manager, work meeting)

• C4: Laborious to repeatedly frame, coordinate, and adjust
the position and angle of the camera or the object to show.
In both work-related and leisure-related meetings, respondents
reported adjusting the angle to fit the physical objects in the

video properly, and some mentioned feeling tired from doing so.
This can be because “the camera reverses images” and also that
the user wants to make sure to “get the object in the field of vision”
and “hold the camera or the thing steady.”

• C5: Incompatible with the virtual background in the cur-
rent video chat or meeting platforms. Respondents noted the
challenges when showing objects with virtual background, e.g.,
“I was showing the notebook and phone; the blurring background
obscured them and made it harder to decipher what they were at
first glance.” and they will need to breach their privacy to show
objects, e.g., “I have to turn off the virtual background to show
objects.”

3.4 ThingShare Design Goals
The formative study findings demonstrated the need to show physi-
cal objects in bothwork and social contexts in everyday applications
and the potential challenges of current showing practices. This find-
ing reinforced our idea and hypothesis to support the ad-hoc and
collaborative sharing of physical objects in a face-to-face metaphor.
To facilitate this, we decided to support a heterogeneous set of
physical objects, ranging from customer goods to work-related ar-
tifacts such as paper documents, sketchbooks, and hybrid objects
like mobile phone screens with digital displays in physical formats.
In light of these considerations, we formulated five objectives to
direct the design of ThingShare.
• G1: Provide in-context and detailed views of sharing the
physical objects.

• G2: Capture and store various perspectives of an object.
• G3: Support remote gestures for collaborative referencing.
• G4: Support an efficient hands-free and temporal manipu-
lation of object size and position.

• G5: Support flexibly showing and hiding objects from the
surrounding environment.

4 THINGSHARE OVERVIEW
With the five design goals, we aim to leverage vision-based in-
stance segmentation methods and develop the ThingShare system
to enhance the ad-hoc and bi-directional object-sharing practice in
video meetings. With ThingShare, we aim to answer the following
two research questions. RQ1: (Local User) How can we support
effective communication for the local user who owns the physical
object to share the physical object? RQ2: (Remote User) How
can we support the remote user to understand and perform remote
gestures on the shared object?

4.1 Interaction Concepts, Workflow, and
Interface Design

To support both the contextual and detailed views of physical ob-
jects (G1), the system was designed with two types of video win-
dows. Firstly, the users’ Person View (Figure 4A-1) is used to show
objects (with the corresponding person), which enables person-
centric sharing. Secondly, the Task View (Figure 4B-2) displays a
shared close-up view of digital copies, providing a staging area for
collaborative interactions and discussions that support task-centric
sharing. Moreover, in the Person View, the local user’s video is
mirrored to assist with physical references and gestures on the
object and prevent left-right confusion. Conversely, in the Task



ThingShare: Ad-Hoc Digital Copies of Physical Objects for Sharing Things in Video Meetings CHI ’23, April 23–28, 2023, Hamburg, Germany

B-5

B-4 Filmstrip with keyframes of short videos 
the short videoDrag Timeline Slider 

Task View toggled to Collage View

Task View displays short videosB-3

Drop

Collage

Annotate

Clear

Snapshot

ShortVideo

Back to 100%

Slider
(Zoom-
in/out)

A-5 Sidebar

A-3

Focus Mode shows B-1) minimized Person Views and 
B-2) a Task View that displays live and non-live digital copies. 

B-2

B-1

A-1

a

Object LibraryA-2

Pe
rs

on
 V

ie
w

s

Context Mode uses A-1) Person Views so that 
a user can share objects via person space.

Drag-
off

b

A-4

snapshots

videos

Figure 4: A walkthrough of the ThingShare user interface with two video layouts: a) Context Mode (default) and b) Focus Mode.

View, the close-up video of the object is not mirrored for both lo-
cal and remote users, which allows them to focus their attention
on the digital space and see the words correctly (unflipped) (e.g.,
Figure 4b).

4.1.1 Person View. Based on the results of the formative study, it
was discovered that people often share physical objects via their
video feeds in an ad-hoc manner, such as causally sharing their
personal belongings or prototypes without focusing on the fine
details of the object. However, users may still encounter difficulties
in sharing objects due to challenges in presenting the object from
various perspectives (C2), keeping it within the video frame (C4),
and avoiding occlusion by the virtual background (C5). To address
this disconnect and enable lightweight and expressive sharing of
physical objects, we designed the Person View. Unlike traditional
video containers, Person View serves as a temporal container for
digital copies. Local users can create digital copies of physical ob-
jects in their Person View, which can then be manipulated and
placed in the Person View, or moved to another user’s Person View,
Object Library, or the shared Task View. This allows users to easily
create digital copies of a physical object from various views, com-
bine them with their own video, and separate digital copies from
the background.

4.1.2 Task View. Physical objects are brought to meetings not only
for ad-hoc demonstrations but are also produced, modified, and
reviewed afterwards, such as product reviews, hands-on training,
and design sessions. Our formative study identified several chal-
lenges in showing objects in detail, especially during work-related
meetings. Existing video meeting systems require users to hold

objects up to the camera to show details (C1), which can be difficult
to keep steady and within the camera view (C4). Additionally, ref-
erencing a specific section of an object can be challenging (C3) and
effective work-related discussions may require sharing multiple
objects or perspectives (C2). Our study also found that sketches
and paper artifacts were frequently shared and held up to the cam-
era during discussions involving complex concepts, e.g., showing
quick drawing, scribbles of data visualization, or quick calculations.
Furthermore, direct group attention to specific parts of artifacts can
help. All of these use cases require thorough and close-up sharing
beyond the Person View. To solve this, we designed a Task View
(Figure 4b), a magnified object view, that covers the majority of the
interface.

4.1.3 Video Layouts. Utilizing these two video windows
support a balance between the focus and context, and enables both
Towards Person Space and Towards Task Space , resulting in two video lay-
outs.ContextMode (4.2) consists of the person views (Figure 4A-1)
so that it shows physical objects via its person space channel, help-
ing the user to drag-off a digital copy from the person view for a
quick, ad-hoc, and expressive demonstration. Focus Mode (4.3)
enabled two main UI changes: person view (Figure 4B-1) will be
shrunk to the left side and a shared task view (Figure 4B-2) ap-
pears at the staging area, allowing the user to display different data
formats of physical objects in more detail and collaborative manner.

Moreover, we supportObject Library (Figure 4A-2) for both lay-
outs as a temporal space to store captured perspectives of physical
objects. In sum, the person view and task view video windows and
Object Library served as containers forDigital Copies of Physical
Objects. Any user can capture the items from any video window
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and store them in the Object Library. They can also reuse the digital
copies by bringing them back into any video window.

Bringing Stored Objects Back to the Context

B-1 B-2

A-1 A-2

Selecting Background and Handheld Objectsa

b

Figure 5: Interaction with the Person View: a) Contour; b)
Bringing stored objects back to the person views.

4.2 Supporting Person-Centric Sharing of
Physical Objects

Context Mode (Figure 4a) is the default layout for users, and it has
a grid of equal-sized user person views (Figure 4A-1) in the center of
the screen. To support person-centric sharing ( Towards Person Space

), users will be able to initiate sharing, freezing, and storage of phys-
ical objects by interacting with their own person views. When the
user hovers over the person view, all detectable items will be high-
lighted in yellow contours (Figure 5A-1) to inform the local user
that they are shareable. A green contour will appear around the
user’s selected object (Figure 5a).

4.2.1 Object Interactions. Right-clicking on the detected object
triggers a Context Menu (Figure 4A-4) with six options: show/hide
object, freeze, snapshots, short video, focus share, and delete.
• Show or Hide Object: To support flexible control of shared and
private space with the virtual background on (G5), a user can
use the "Show/Hide Object" command to determine if a selected
physical object is visible to a remote user.

• Freeze and Interact with the Digital Copy: By clicking on
the “Freeze” command or double-clicking the targeted object, the
system duplicates the selected physical object at the clicked posi-
tion as a digital copy and enables further manipulation without
storing it, such as dragging and resizing it inside the person view
video. The physical object may be further dragged out of the
video window into the Object Library to save as a snapshot.

• Capture Snapshots:When the user selects the “Capture Snap-
shots” command or drag-and-drops the targeted object into the
Object Library with the “Drop Snapshot” drawer chosen (Fig-
ure 4A-3top), the captured item will be stored as a snapshot in
the Object Library (Figure 4A-2).

• Capture Short Videos: If the user selects the “Capture Video”
command or drag-and-drops the targeted object into the “Drop

Shortvideo” drawer (Figure 4A-3bottom), the captured item will
be initiated as a short video and stopped by the user at any time.

• Focus Share: Clicking on the "Focus Show" (Figure 4A-4) or
dragging the item to the right side of the interface (near to Side-
bar) starts the Task View, a shared staging area for discussing the
details of an object. The system will then navigate to a detailed
view of the selected object (See Section 4.3).

• Delete: To remove an object from the person view, the user can
select the object and click "Delete".

4.2.2 Manipulating 2D Parallel Copies In and Across VideoWindows.
To enhance and augment the immediate and ad-hoc demonstration
needs of physical objects and the efficient hands-free and temporal
manipulation of objects (G4), we enable the user to capture the
static viewpoint of physical objects as a digital copy in the user
video feeds (Figure 6).

Within the user’s video streams, the replicated 2D digital copy
can be dynamically re-positioned and re-scaled (Figure 6a). Another
option is to record a short video of the chosen item and save it so
that the user may play it back and forth with different viewpoints
of the object and narrate it to display a dynamic activity with the
object. Moreover, handheld items (Figure 6b), hybrid items such as
contents on the mobile phone screen (Figure 5A-2), or background
items (e.g., Figure 6c-d) can be captured. To enable both local and
remote reference on the captured object, all users can reuse the any
copies by grabbing the stored parallel objects or frozen things into
their own video feed to manipulate them in parallel (Figure 5B-2).
In addition, the local user’s cursor on a remote user’s video feed
will be tracked from the remote user’s side, so that references to the
remote user’s physical objects in the virtual space are visible. As
everyone can interact with the digital copies of a physical object,
this provides distributed shared virtual items for everyone to view
and engage with, as well as a quasi-shared view of two people
looking at the same physical object as if they were side-by-side
(G3).

Move Rotate Rescale
a

c d

b

Figure 6: Manipulating 2D parallel digital copies in the video
window: a) Rescale, Move, and Rotate. b) the user groups the
frozen items; c) the user freezes the background curtain d)
and locates it in a symmetric position.
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Figure 7: Workflow of ThingShare.

4.3 Supporting Task-Centric Sharing of
Physical Objects

To support task-centric discussion ( Towards Task Space ), the main part
of the screen (Figure 4B-2) shows the Task View, in which the
physical objects are shown in a shared staging area in details. The
Task View is used to display different digital copies: Snapshots,
Short Videos and Live Video. The Task View can also be toggled to
Collage View (4.3.1) to display multiple digital copies at the same
time.

Similar to the workflow of Context Mode, the user can double-
click or drag-off items from their person views to freeze and capture
snapshots or short videos. They can drag off selected physical
objects from their person views into the shared Task View to show
quick snapshots. When a user clicks on the thumbnails of snapshots
or short videos in the Object Library (Figure 4A-2), the stored items
will be displayed on the Task View (Figure 4B-1) and any user can
click to toggle between different digital copies. If the user clicks on
the “Short Video” icon of the Sidebar (Figure 4A-5), the interface
will record a short video of the object and store it as a thumbnail
in the Object Library. Clicking the short video thumbnail in the
Object Library initiates a single playback of the video in the Task
View and displays the Filmstrip (Figure 4B-4) with seven keyframes.
The user can slide along the timeline, pause, or click on key frames
of the sequence of the snapshots to display different keyframes in
the task view, and annotate key frames of short videos. To keep
the reference space in the digital copy, capturing snapshots and
short videos using Sidebar, or sharing live videos in Task View will
preserve the hand (Figure 4B-2 and B-3).

4.3.1 Collage View: SupportingMultiple Perspectives andMulti-User
Sharing. Supporting the detailed view of snapshots, short videos,
or live videos does not include viewing different perspectives of an
item or two items at the same time (G2). Collage View supports all
users to capture their own objects from the physical environment
or bring digital copies stored in the Object Library into the freeform
collage in aWhat-You-See-Is-What-I-See (WYSIWIS) canvas. Hence,
switching to the Collage View (Figure 4B-5) by toggling it in the
Sidebar enables both local and remote users to drop stored items
into the Task View for collaboration, thus supporting the discussion
over multiple perspectives or different items on the Task View with
the moving, rotating and rescaling interactions.

4.3.2 Annotation. Annotation (Figure 4B-3) on the static and key
frames of a short video will be saved in the displayed thumbnails in
real-time. Moreover, as the live video of objects is stabilized at the
center of the Task View, any annotation in the system during live

video sharing is object-anchored rather than spatially anchored.
This indicates that when annotating on a physical object in a live
video, the annotation will follow the physical objects rather than
stay in mid-air or world-stabilized [28, 29, 48].

4.4 Object Library and Stored Digital Copies
The digital copies can be stored in non-live data formats in the
Object Library. The box in the upper-right corner of Object Library
displays the most recent acquired images and/or videos. Expanding
or collapsing the Object Library reveals or conceals all historically
captured copies. In sum, digital copies of physical objects can be
shown in three formats: snapshots, short videos, and live videos
of physical objects, thus allowing a captured object to exist simul-
taneously across different time (static, sequentially a sequence of
static viewpoints, or live), contexts (drag from any container and
drop into any container), and spaces (local and remote), i.e., frozen
in the user video feed, saved in the Object Library, displayed in the
shared task view video window.

4.5 Applying Instance Segmentation in
Video-Conferencing Interfaces

The front-endweb interfacewas built using React, Javascript, HTML,
and CSS. The backend authentication server was built using Flask
to run the instance segmentation (Yolact [4]) and object tracking
model (Deepsort [97]). The front-end and the back-ends communi-
cate using a Flask1.1.2 and WebSocket to transmit data and HTTPS
requests to access the APIs. To enable P2PWebRTC communication
with more than one peer, the Simple-Peer library [3] was used.

4.5.1 Pipeline. The web client sends video stream from the user’s
webcam to a Flask back-end server using socketio as a feature input
into the model. The model in the server then predicts the mask and
class list of object detection before sending the output prediction
back to the front-end. The default training set for the instance
segmentation model Yolact [4] is the COCO dataset [1], which
contains over 200,000 images and 80 item categories. Based on the
best model performance given in [4], we utilize the pre-trained
ResNet-101 [40] model with FPS 33.5 as the backbone.

4.5.2 Pre-Processing. Body segmentation was employed to seg-
ment persons out of the surrounding home environment in order
to ensure privacy, yet instance segmentation approaches were not
used for object-sharing practices in video meetings. Most errors
are caused by mistakes in object detection such as misclassification,
or box misalignment. There are also some issues caused by the
mask generation algorithm [4] and the nature of classification tasks.
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Figure 8: Compositing Operation: a) Context Mode (without hand); b) Context Mode with Virtual Background (reveal/diminish
the object) c) Focus Mode (with hand).

Hence, prior to obtaining a suitable mask for the end-user expe-
rience in video meetings, there are several critical pre-processing
steps: 1) Eliminating Leakage Noises: The Yolact approach crops
the masks after assembly, and does not suppress the noises outside
of the cropped region [4]. For example, Figure 17 in the Appendix
exhibits several leakage issues. This indicates that whenever the pre-
dicted bounding box is imprecise or misaligned, the leakage noise
may creep into the instance mask, generating some tiny artifacts
or even merging the segmented mask of some other classes (e.g.,
human) with the predicted item. Hence, we first used a MediaPipe
body segmentation model [2] to get a separate mask of the person
to segment the whole virtual background. We then performed Mor-
phological Operations for opening (i.e., erosion followed by dilation)
and closing (reverse of opening, dilation followed by erosion) to
filter out the holes in the scene on the output masks (with binary
color) (See Figure 7: Pre-Processing) and applied Gaussian Blur to
smooth the boundary. 2) Maintaining the Reference Space: As
the general instance segmentation approach is aimed for classifica-
tion tasks that output a unique label to every instance, it directly
detects and segments all the items apart out of the scene, including
the hands (reference space) that are pointing towards an object
(task space). However, to apply this in the remote meeting context
and preserve the remote gestures in Task View for detailed sharing,
we perform Compositing Operation (Section 4.5.3 and Figure 8) in
the front-end to composite the masks of objects and human body or
human hands with the video stream. Therefore, we segmented the
hand and then utilized Convex Hull (See Figure 7: Pre-Processing)
to expand the convex polygon of the hand mask so that the hand
could be composited with the item in the foreground.

4.5.3 Compositing Operation. The output mask for an item and
the remote gesture (i.e., hand or human body) are key requirements
for implementing instance segmentation in a video meeting en-
vironment. In the Context Mode, for the scenarios with a virtual
background, we sequentially compose the person segmentation
(from MediaPipe) with the output mask of handheld objects (Fig-
ure 8b). To temporarily hide the object, the composition only in-
cludes human segmentation and the video stream. The composition
involves human segmentation, the object, and the video feed in
order to reveal the item. When there is no virtual background, we
composite the object mask with the video stream (Fig 8a).

Moreover, In the Focus Mode that aims to show a close-up view
of the object, in order to get an ideal mask where only the remote
gesture (i.e., hand) is included within the segmentation boundary

(see Figure 8c), we compose the hand with the original mask of the
physical object.

5 EXPLORATORY USER STUDY
We conducted an IRB-approved user study to understand how
ThingShare improves communication over the physical object by
1) supporting local users (who own the physical object) to effec-
tively share physical objects; 2) supporting remote audiences to
understand and reference the remote physical object being shared.

5.1 Study Design
The study used a within-subjects design. The independent variable
was the object-independent features out of the environment (i.e.,
object-separated (ThingShare) or object-embedded (Baseline)). We
chose Zoom as the baseline as it is one of the mostly used video
meeting system. Since Zoom does not support any physical object
sharing features, users need to rely on the live video feed mainly
used for showing faces. For dependent variables, we measured
users’ attitudes towards communication, and the effectiveness of
showing and remote referencing on physical objects to understand
the effect of ThingShare on user experiences in shared task space
using a questionnaire.

5.2 Participants
Sixteen participants (10 male and 6 female) were recruited as pairs
from the university. Their familiarity with such tools was high (Me-
dian=6, IQR=1; 1-7 with 1 being no experience) and their frequency
of sharing things was diverse (Median=3, IQR=2; 1-5 with 1 being
Never). The study took around 90 minutes per deployment, and
each participant was compensated with $20 USD.

5.3 Study Setup and Procedure
Pairs of participants were invited to a room divided into two spaces
so that they could not see each other nor the physical objects. The
server was deployed on a PC with an Intel Core i9-9900K CPU,
32GB RAM, and an NVIDIA GeForce RTX 2080 GPU. The input
videos from both sides were captured by an external Logitech BRIO
webcam. Upon the completion of the consent, the participants were
given a demonstration of ThingShare features by the researchers
and briefly used the system to get familiar with ThingShare. Then,
the participants were introduced to three tasks. Before each task,
the researchers explained the purpose and procedure to participants
for 10 minutes. Following the instructions, participants engaged in
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the baseline and ThingShare conditions with different sets of ob-
jects (Figure 9). The condition orders were counterbalanced across
deployments. After completing each condition and context, par-
ticipants responded to an intermediate questionnaire about the
drawbacks and benefits of the tried system and the effectiveness of
the system in completing the tasks using a 5-point Likert scale and
provided comments. After completing all tasks, a final questionnaire
collected user preferences over different conditions, subjective feed-
back, and willingness to use in real-world applications, followed
by an interview.

5.4 Tasks
The tasks selected for this study were based on video meeting
scenarios that involve showing objects, as identified through prior
research and our own formative study.

Task 1: Ad-hoc and Casual Sharing Task (10min). The first task
was designed to emulate the ad-hoc and informal object-sharing
scenarios that we observed in our formative study, both in work-
related and leisure-related meetings. This task was relatively simple,
serving as a warm-up with a brief round of introductions. Partici-
pants were asked to choose two objects, one from handheld objects
(Figure 9A) and another from background objects (Figure 9B) pre-
pared in the room, and show and explain the objects to each other
using ThingShare and baseline. The participants completed the task
in the following two contexts: 1) Work context: the participants
were asked to turn on the virtual background as if they were having
a work meeting from home; 2) Social context: the participants were
instructed to assume that they were friends on a casual video call
and not use the virtual background.

a b

c d

Figure 9: Objects used in the study: a) Task 1: handheld and
b) background objects; c) Task 2: VR and game controllers; d)
Task 3: floor plans and furniture brochures.

Task 2: Single User Sharing Task (20min). This task mimics the
remote assistance meeting where a local user with a device needs
the help of a remote user to operate a device, which was seen in
previous studies (e.g., [58]) and the formative study responses. In
this task, the participants took the roles of a local user needing assis-
tance and a remote expert who helps the local user. The local user
was given either a VR controller or a game controller (Figure 9C)
and the remote expert was given an instruction document of the
controller that explained how to perform two specific tasks (each

for ThingShare and baseline) using the controller. The objective
of the task was for the local user to learn the procedure for using
the controller from the remote expert, and the task was completed
when the local user successfully restated the procedure. After com-
pleting the task, the participants switched roles and completed the
same task with a different controller that uses different instructions.
The complete controller instructions are available in Appendix A.2.

Task 3: Collaborative Sharing (20min). This task was designed
to mimic a scenario where two people need to collaborate remotely
on a task that involves showing and referencing objects in their
environments. In this task, we told the participants to assume that
they would be sharing an apartment as roommates. The participants
were asked to decide on the room allocation and find furniture to
decorate their rooms. The same sets of floor plans and furniture
brochures were provided to both participants (Figure 9D). The
brochures had page numbers and item numbers that the participants
could use to refer to a specific item if they wanted. The two sets of
floor plans and furniture brochures were prepared to differentiate
tasks between ThingShare and baseline. The task was completed
when they finished allocating rooms and finding the furniture.

Interview Session (10min). After the completion of all tasks, we
conducted a semi-structured interview to ask the participants how
they used ThingShare to interact with each other, how ThingShare
influenced the way they share objects, their positive and negative
experiences with ThingShare, how they would use ThingShare in
future applications, and other thoughts on the system. We also
asked them to explain key sharing behaviors that we identified
with the live observation notes.

5.5 Interview Data Analysis
We used open, axial, and selective coding [16] to analyze the in-
terview data into higher-level categories. The researcher first read
over the transcripts and developed and broke them into discrete
codes. Our axial codes included the categorizations of the open
codes. As the analysis progressed, we began to observe recurring
themes, such as the choices of various digital copies, exhibiting and
reducing digital copies in person views, and utilizing task views to
construct shared perspectives. The researcher then established con-
nections between these discrete codes, which were then organized
and grouped into broader categories (axial). Finally, the categories
were brought together to form overarching themes.

6 RESULTS
A one-way ANOVA (𝛼 = 0.05) was used to analyze the general and
task-related questionnaire questions. The results of the question-
naire are presented in Table 1 and the visualizations can be found
in Appendix A.2.1. For overall preference, 11 out of 16 participants
preferred ThingShare to the Baseline during Task 1. For Task 2, 15
participants preferred ThingShare to the Baseline. For Task 3, 11
participants preferred ThingShare over the Baseline.

We present our qualitative findings with the following themes:
reflecting on usability (6.1), presence and absence of digital copies
(6.2), factors affecting choices of digital copies (6.3), and construct-
ing shared perspectives (6.4).
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Task 1 Task 2 Task 3 General
Question p-value TS BS p-value TS BS p-value TS BS p-value TS BS

It was easy to complete the task with the
interface. 0.349 4.5, 1 4, 1.25 0.004** 5, 1 3, 2.25 0.071 4.5, 1.25 3. 2.25 0.005** 13, 2 10, 3.25

It was easy to communicate with my partner. 0.176 5, 1 4.5, 1.25 0.010** 5, 1 4, 2 0.085 5, 1 4, 1.25 0.002** 14, 2 11, 2
I was able to effectively show the physical
object. 0.141 4, 1 3.5, 1.5 0.009** 5, 1 4, 2.25 0.011* 4, 0.5 2, 2 0.001** 12.5, 1.25 10, 3.25

I was able to understand what my partner
was talking about the physical object. 0.688 4, 1 4, 1 0.111 5, 1 4, 2 0.040* 4.5, 1 4, 1 0.099 13, 2.25 12, 2.25

I was able to effectively reference the object. 0.227 4.5, 1 4, 1 0.019* 5, 1 3.5, 1.5 0.013* 4, 1 3, 1.25 0.007** 13, 2.5 10, 3
Task-Related Questions p-value TS BS p-value TS BS p-value TS BS p-value TS BS
I was able to show physical objects without
compromising privacy. 0.006** 4.5, 1.25 3, 2

I was able to effectively show and discuss
different perspectives of a physical object. 0.001** 5, 1 2, 2.25

I was able to effectively show and discuss
specific details of a physical object. 0.004** 4, 1 2, 1.25

Table 1: Summary of significant survey results of ThingShare (TS) vs. Baseline (BS) p-value with (Median and IQR). (∗) indicates
significant difference by Wilcoxon signed-rank test (𝑝 < 0.05). (1: Disagree - 5: Agree)

6.1 Reflecting on Usability of Capturing and
Storing Digital Copies

Overall, the participants were positive about the user interface and
the interactions of ThingShare. Many participants (11/16) found the
contour highlighting helpful for identifying and selecting detected
objects, and (9/16) found the drag-and-drop interaction to be intu-
itive and easy to use. Most participants (15/16) mentioned that they
found resizing and repositioning the snapshots useful. On the other
hand, some participants (4/16) suggested including the user’s hand
in the captured snapshots of Context Mode, as the hand serves as
a reference for perceiving the size of the object. For example, P16
stated, “...I prefer having the hands with captured objects because I
can let the remote partner understand how large the item is...” The
inability to directly place objects into another user’s person view
video was also an occasional source of difficulty, as participants
mentioned that directly placing objects would be more efficient
(P11) and help gauge attention (P15) in some situations. This fea-
ture was intentionally blocked as we designed one’s person view
video as their own private space that others cannot manipulate.
Though this was not explicitly implemented, a download button in
the Object Library beside each snapshot or short video was asked
for by several users (4/16) so that they could archive and take notes
of the item being discussed “Also, making a collage and saving it
for later was so cool, but I would like to download it immediately.”
and they sometimes forgot the context of some snapshots being
captured. Additionally, P11 and P15 suggested having some auto or
semi-auto features for object selection (i.e., auto selection or sugges-
tions for object selection) with less cursor-based interaction. As P11
noted, “quickly capture snapshots without mouse interaction. ” These
suggestions may be valuable for future design considerations.

6.2 Presence and Absence of Digital Copies
Our results show that users appropriated the combination of inter-
actions with digital copies (i.e., freeze, store, diminish and reveal
the digital copies within their person views) for a variety of social
interactions. These interactions not only augmented object-sharing
behaviors, but also allowed users to reveal objects from virtual
backgrounds.

Blending Digital Copies and Person View Window. We observed that
participants frequently used digital copies of physical objects to
blend with their person view videos for casual and playful con-
versations. For example, P9 froze an apple in the person view and
pretended to eat it in the video, saying “See, I am eating this” (Fig-
ure 10b). Another participant (P10) blended digital copies of her
psyduck toy and her partner’s apple to create an interesting scene,
saying, “my duck just stole your apple.” P7 created multiple copies
of her partner’s object to decorate and tile her virtual background.
Participants also used their body projections to perform embodied
interactions with the captured objects, as if they were interacting
with a physical object (e.g., see Figure 10c). Moreover, similar to
findings in [73], participants occasionally forgot to present the item
to the remote audience when looking at their objects in the baseline.
However, after creating digital copies with ThingShare, participants
rarely showed objects live to their remote partners via the person
view. Instead, some of them would freeze an object in the person
view and then shift between looking at the physical item and point-
ing to the digital copy in their video window using their embodied
projections (see Figure 10d). This demonstrated the efficiency of
the blended effect in facilitating the transition from examining the
physical properties of an object to physically referencing it. Overall,
ThingShare provided an effective embodied affordance for more
efficient sharing.

Remote Access to Digital Copies Enables Parallel Exploration. Par-
ticipants (16/16) appreciated that they were able to interact with
the digital copies of their partner’s objects despite being remote
from the actual object. From the remote user’s perspective, we also
observed them dragging off digital copies of physical objects from
the local user’s person view to their own view to magnify and see
details during a discussion. For instance, when a local user was
promoting an apple variety in Task 1, the remote user dragged a
stored apple into his own person view and zoomed in on it, say-
ing “but this apple has a hole on it.” In another example, a user
was describing the details on the Starbucks cup sleeve (Figure 10e),
while the remote user viewed it in his own person view and asked
questions about specific details. This enabled parallel exploration
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The user created a digital 
copy for the other to 
read, while looking at her 
physical copy to read out 
the text.

a b c d e

ThingShareBaseline
The user was sharing her 
favorite drink, however, the 
bottle was blurred as 
background in the baseline.

Figure 10: This sequence in Task 1 shows a) how the baseline condition failed to support the flexibility between shared and
private space; and how ThingShare enabled b) blending illusions; c) embodied gestures; d-e) augmented discussion.

and provided a more efficient way to reference specific details of
an object for instant questions.

Maintaining Privacy While Sharing Physical Objects. According to
the questionnaire results, participants were able to show objects
without comprising their privacy with ThingShare (ThingShare:
Median = 4.5, IQR = 1; Baseline: Median = 3, IQR = 1). Furthermore,
participants (14/16) appreciated the ability to maintain privacy
while selectively expanding the shared space to include physical
objects, while all participants found it difficult to show objects with
baseline with the virtual background (e.g.,“the object gets blurred if
the object is placed outside the human body.”, P4). This was particu-
larly the case for background objects that could not be held up to
the camera. Some participants appreciated the controllability of the
baseline condition, as they found that the physical object could be
shown when the handheld object was within the boundary of the
human body, and hidden when moved out of the human boundary
(i.e., P1 noted “I can control whether I want the audience to see the
object or not using the background.”). However, all participants found
the amount of shared area enabled by the body area in the baseline
condition to be limited (See Figure 10a).

6.3 Factors Affecting Choices of Digital Copies
We sum up factors that lead to the use of different formats of digital
copies, i.e., live videos, snapshots, and short videos.

Handsfree Benefits of Sharing Non-Live Digital Copies over Live ones.
Participants (13/16) preferred non-live copies (i.e., snapshots and
short videos) to live videos as non-live copies allow them to free
their hands from the object and efficiently discuss the objects (e.g.,
“I do not need to hold the item all the time, and also I can zoom in to
let the picture become bigger, P12). In particular, some participants
(4/16) expressed concern about the difficulty of digesting multiple
frames of information and remembering details in live videos, e.g.,“I
need to digest multiple details of live video over time and remember
the details I saw versus what I am seeing at the moment" (P11). Three
participants also commented on the need to capture copies for local
users and revisit past activities in the case of live sharing only.

The Potential Value of Combining Live and Non-Live Digital Copies.
While non-live copies were useful in many situations, we also ob-
served instances that showed the potential value of combining
live and non-live digital copies for increased awareness and col-
laboration. In Task 2, we observed that some local users would

The user turned around 
to show how she uses the 
game console with the 
same shared perspective 
with the remote user

Baseline

ThingShare

a b

The user holds the 
item to show how 
she interacts with it.

c

Initiate Collage 
Mode to display two 
perspectives of the 
game console.

d

The remote user 
was annotating 
the object while 
the local user was
interacting with it. 

Figure 11: This sequence in Task 2 illustrates howThingShare
helped remote assistance and constructed share perspectives
of objects.

occasionally show live videos of themselves holding the controller
through their person view window in order to ask the remote user
if they were holding or using it correctly while both users were
viewing the non-live copy of the controller in the task view. Some
participants suggested combining live and non-live copies to pro-
vide more detailed information in certain situations with a trade-off
between live and non-live views, e.g., P13 commented -“I hope in
Focus Mode, there could be a way to expand my video [person views]
when I wish to signpost the non-live copies but also show it lively
through my video.”

Use Cases Affecting the Sharing of Non-Live Digital Copies. Partici-
pants have divided preferences over capturing the snapshots and
short videos. Some participants (11/16) liked that short videos can
mitigate the tediousness of capturing snapshots multiple times, es-
pecially when the captured snapshot is not optimal. They preferred
the short videos when showing objects with multiple facets (P11,
P13, P16), such as a cube, or capturing the motion of an object as
tutorials (P9, P12) such as demonstrating switching light bulbs. In
addition, some participants (4/16) did not favor short videos as the
short videos can be unnecessarily long with transitioning scenes,
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a b e fc

Baseline ThingShare

da b e fc

Baseline ThingShare

d

Figure 12: This sequence in Task 3 exhibits a-b) how a user frequently shifted from showing the room plan in the opposing
view to looking at the physical document in baseline condition; c-d) the user was showing the object, but another user was
looking at his physical space; e) with ThingShare, the user enlarged and annotated the item to demonstrate the specifics and
how the furniture fits into the room plan; f) The user pointed to the virtual location using physical reference.

e.g., P7 commented - “it is hard to find the best framing of the short
video so that I need to coordinate the framing again and again and
make a longer video than expected.”

6.4 Constructing Shared Perspectives
The Focus Mode reconfigured the layouts with a Task View that
enacts shared perspectives for diverse uses in both asymmetric
sharing tasks (one user shares objects) and symmetric sharing tasks
(both users have the same set of objects).

Digital Copies Enable a Shared Perspective for Asymmetric Tasks.
For Task 2 (Asymmetric Task), participants generally used two
object-sharing behaviors in the baseline condition: 1) the remote
user(s) instructed the local user(s) to show different perspectives
of the object, and the local user(s) rotated the object in their hand
to interact with it before rotating it back towards the webcam for
communication; 2) the local user(s) turned themselves towards the
object to share the same perspective with the webcam as if they
were looking at the object from the same side (See Figure 11a-b).
With ThingShare, however, local users rarely turned themselves or
moved objects back-and-forth for interaction, instead utilizing the
snapshots and Task View (See Figure 11d). Participants appreciated
the Collage View, which allowed for the display of objects from
multiple perspectives at once (See Figure 11c), reducing the need
for inefficient verbal communications requesting for perspective
changes. Participants (15/16) also reported that ThingShare helped
construct a detailed shared view with the remote user reference,
allowing for live annotation on the focus-shared object and the
ability to interact with the object based on remote instructions
without the need for switching views (Figure 11d).

Digital Copies Help Gauge Attention in Symmetrical Tasks. As both
users had the same set of objects in Task 3 (Symmetric Task), we
observed that participants using the baseline condition struggled
to synchronize their views. When discussing furniture, most par-
ticipants (13/16) were looking at their physical artifacts instead of
holding up the object to create a shared digital view. This made it
difficult to confirm whether they were looking at the same page
(“In baseline, I didn’t know whether the remote user was looking at
the same page with me”, P9) and to gauge the other user’s attention
(“when I was showing it [to the camera] to confirm, my peer is still
looking at his book [brochure]”, P12). Figure 12c-d shows that a user

did not pay attention to the screen when his partner(s) were hold-
ing up to show something. As a result, participants preferred to
communicate using verbal descriptions, such as page numbers and
locations on the page. In contrast, participants using ThingShare
were able to use the Collage View to place and discuss multiple
snapshots of the objects. Some participants also used the snapshots
as a "cursor" by minimizing the snapshots to indicate the position
they wanted to place furniture. However, we observed that two
participants used finger gestures (Figure 12f) to point to shared
items on the screen, which was not usable with ThingShare.

All participants mentioned that they liked that the shared ob-
ject automatically filled the task view window without showing
unrelated objects and details in ThingShare. In baseline, the par-
ticipants had to physically move an object close to the webcam to
show the detailed view, which was also difficult to maintain as the
object could ward off their view (see Figure 12d). However, some
participants (7/16) still brought objects closer to the webcam for
better resolution, which led to challenges with object tracking. It
often led to losing track of an object as the object tracking model
could not detect the object boundaries, which may need to be ad-
dressed. Some participants suggested a post-cropping feature to
further eliminate unnecessary information on snapshots.

7 DISCUSSION
We discuss the novelty of ThingShare in relation to prior work,
the two RQs, and the five challenges with the design and study of
ThingShare with design implication, applications, and limitations.

7.1 Supporting Ad-Hoc Copies of Objects from
the Physical to the Digital Realm

We have investigated how features around digital copies support lo-
cal users to share physical objects (RQ1) and enable Towards Person Space

and Towards Task Space to address C1.

7.1.1 Towards Person Space. Our findings showed how the phys-
ical belongings of a user could be blended into the remote user’s
person space to enhance social experiences. Users reconfigured phys-
ical objects to create blending illusions with stored digital copies
and remote users’ video feeds. This enabled playfulness in their
social interactions, embodied referencing, and privacy protection.
The blending of spaces showed similar benefits to those of Clear-
Board [46] and MirrorBlender [34]. In terms of the enhanced social
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experience, previous work has explored the photorealistic aspect
of digital copies, but it has primarily focused on the person space
rather than objects, as evidenced by the work of Venolia et al. [94]
to support the co-presence of distributed users in group photos, or
Follmer et al. [24] to place human video streams in a storybook for
playful interactions and emotional togetherness. Thus, ThingShare
extends these ideas to the sharing of physical things.

Furthermore, prior work has explored how the choice of virtual
background in video chats can affect the remote user’s perception of
the local user’s personality traits and exhibit self-presentation [45],
which leads to future investigation of the implications of incor-
porating personal belongings into remote shared environments.
With ThingShare, we have shown how users can use digital copies
in their person view to customize their virtual backgrounds, e.g.,
tiling shared personal belongings from a remote partner’s video
into one’s own person space. Moreover, ThingShare also addresses
the challenge of objects being hidden by the virtual background
(C5). By selectively allowing objects to be visible regardless of the
presence of a virtual background, users have flexibility to show
objects in their local environment without compromising privacy.
While ideas such as diminished reality are not new (e.g., [11]), most
previous work has not discussed or designed remote collaborative
settings that do not require complicated setups [62]. Prior work has
explored privacy use cases such as diminishing human activities
from the video (e.g., by hiding the temporary absence of activities
such as looking at mobile phone [17] and freezing the user’s video
feed in a private conversation [43]). To complement these, we have
studied the compelling use case of supporting object-sharing while
the virtual background is being used.

An interesting future implication is to investigate the potential
of using additional modalities to control or automate the boundary
of diminished reality with speech, gesture, or proximity cues [11,
17, 102]. Designers could consider some semi-autonomous or ges-
tural detection to initiate the control of an object being diminished
or shown that can immediately respond to their behavior, e.g., de-
tecting movement of tangible objects to reveal/hide it to enable
touchless and remote pointing like [14, 15].

7.1.2 Towards Task Space. ThingShare offers three options for
sharing objects: live video, snapshots, and short videos. These op-
tions are available in both the Context and Focus Mode. We have
discussed that interacting with these digital copies in a person
view provides augmented context information that includes the
surrounding home or workspace environment, the person, and the
reference space.

In contrast, the use of digital copies for task-centric sharing en-
ables the user to organize detailed information about the physical
object with a shared perspective. This allows for more direct inter-
action with the object itself, and particularly raises two interesting
dimensions to consider: 1) Live versus non-live formats of sharing
and their combination, and 2) Images and videos with additional
annotations as different types of captured data.

First, live videos were intended to support real-time interac-
tion and manipulation of physical objects. Our study discovered
that users appreciated that the Task View further diminished back-
ground details into a detailed object sharing. As expected, the non-
live capturing of physical objects (i.e., snapshots and short videos)

also mitigated the onerous coordination efforts (C4). Moreover,
participants preferred the non-live options that freed their hands,
as opposed to live video sharing which requires holding items. This
aligns with the findings by Fakourfar et al. [21] that showed the
effectiveness of freeze-frame in making annotations. Aside from
temporally freezing digital copies in video window, a more frequent
way to share object with the Task View is to use the combination
of live and non-live format of copies to share physical objects. A
local user may have the non-live copies (snapshots or short videos)
displayed in the task view, while transitioning between looking
at the object and showing, orienting, and physically referencing
finer details of the item to the remote partner via his or her person
view. An interesting implication here is that future designers may
consider supporting a balance between the size of the Task View
and the user’s person views.

Second, our study found that capturing non-live data (i.e., snap-
shots and short videos) in addition to live videos improved the
ability to show multiple aspects of objects to remote users (C2).
While short videos were designed to provide a more efficient way of
taking multiple sequential snapshots at once, users were concerned
about the potential inefficiency of making longer videos due to
frequent coordination, similar to the live video.

In addition to the ad-hoc use of digital copies during conver-
sations, participants requested the feature to download captured
objects for later use after the conversation. Though this was not ex-
plicitly implemented, they still opened these copies in another win-
dow to privately check or attempted to right-click to "download" for
later use. This points to an interesting new direction to support dif-
ferent kinds of recording formats, e.g., recording bodily movements
[9], for later knowledge sharing [55] or note-taking [72], meeting
summarization [64, 107], or for post-hoc learning [12, 20, 32]. Fu-
ture designers may then need to consider additional curation for
the large number of captured non-live copies.

7.2 Enabling the Remote User’s Agency and
Control over Remote Physical Objects

We have studied the remote referencing space over digital copies
in both parallel and shared perspectives (RQ2).

The main benefit of ThingShare in Context Mode is that the
remote user can have fine-grained control over the stored or frozen
digital copies by bringing a parallel copy back to their video win-
dows for independent and free manipulation. This was found to
be very efficient for remote users, as they could easily browse and
zoom in on the parallel object in detail. They appreciated that they
could quickly ask questions about the digital copy and point to the
specific part for quick reference, as their activities within the video
feed are fully translucent to another user. Participants also liked the
free control and access to collaboratively manipulate digital copies
in the collage and focus mode. The remote access and control to
the digital copies of physical objects thus addressed the challenge
of remote referencing (C3).

Moreover, participants suggested the capability to drop items
into the remote user’s video window with a directional handover
of a physical object, which was not implemented for considerations
of violating personal spaces. However, this feature could be po-
tentially useful for some leisure-related scenarios, such as remote
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child-adult interactions [47] where objects are used to create mem-
orable experiences, as found by [25]. It could also be efficient for
current video meeting setups with pairs and lead to further dis-
cussion of integrating such a feature in more scalable multi-party
or one-to-many meetings. Future object-centered meetings could
consider designing aggregated interaction feedback of multiple re-
mote users over the physical object from multiple remote users
who interact with their parallel digital copies to enhance the local
user’s understanding via more flexible and expressive remote input,
similar to [13, 31].

7.3 Reflection on Promising Scenarios and
Applications

ThingShare can be used in a diverse set of applications to improve
the experiences of the local and distributed users.

Ad-hoc and Improvised Sharing of Everyday Physical Objects. Thing-
Share can be used to support the ad-hoc and improvised showing
of physical objects, while also protecting privacy in both social
and professional contexts. The user can also augment the part they
are pointing to remote partners by hovering over the object so
that the remote user can see exactly where the user is pointing
to in their person space. Moreover, as found in the study, users
can use ThingShare in remote social gathering for playfulness and
background decoration [45]. ThingShare can also be useful for creat-
ing memorable experiences between child-parent pairs or between
grandparents and grandchildren [25].

Collaborative Sharing and Brainstorming. ThingShare could be also
useful to support a quick transition from ad-hoc conversation to
teamwork. A user can share a screen together with the shared
document with an object. Additionally, ThingShare’s Task View
feature allows users to capture digital copies of physical sketches
or scribbles, making it easier to answer remote user’s questions and
clarify complicated calculations and visualizations in unplanned
manner during synchronous meetings. Distributed users can also
use ThingShare as a virtual Miro Board, where they can quickly jot
down ideas on physical sticky notes and gather them in the Collage
View for brainstorming sessions. ThingShare can also be a valuable
tool for designers who rely on everyday objects to inform their
design process.

Support Real-Time Remote Learner Inputs and Engagements for
Hands-on Activities. ThingShare can also be helpful for classroom
presentation with prototypes or collaborative learning for hands-on
activities. In such scenarios, both Person and Task View can be used.
Prior work in video-conferencing [31] and live streaming [13] have
investigated to support viewer/remote user input systems with chat
interface [101], aggregated [13, 31] responses with different levels
of streamer adaptability and viewer expressiveness. ThingShare can
support a more expressive way of interacting with physical objects
in reality realm that differentiate with prior work that supports
only digital visual inputs on visuals of physical objects. Moreover,
ThingShare features suggested a new modality for systems support-
ing breakout room like FluidMeet [43] to support the awareness
of activity and provides permeable, flexible spaces for hands-on
activities [58].

7.4 Limitations and Future Directions
Need for More Robust Instance Segmentation. We currently use the
Yolact instance segmentation model trained with COCO data set
with additional image processing steps. Though the existing imple-
mentation was sufficient for evaluating the concept, the model’s
performance depends highly on the training data set. The study
found that the model may also fail to detect objects that are partially
visible in the camera view. A robust instance segmentation method
is essential because improper object detection can compromise user
privacy. We believe that the image segmentation methods will only
become better in the future. Additionally, incorporating 6DoF ad-
hoc object tracking [18] may further improve the robustness of the
instance segmentation. However, we should also consider methods
to prevent potential privacy leaks in case of model failures. We also
encourage future work to enrich data sets for physical objects in
home/office environments.

Explore Automated versus User Control. All interactions with the
interface are limited to the 2D screen and the user’s manipulation
of the object. There were other lines of research that investigated
the overlay of gestural menus or chironomia with tangible feedback
when interacting with objects or data [35], speech-based inter-
faces [60], and visual captions [63]. These can be interesting future
extensions of the current study but not under the scope of this
study for communication.

Explore other Points of View (POVs) of the Space. The main scope of
this work is to explore the transition between the person and task
space using a single video channel, thus designed for the single-
camera setup. However, the potential of the ThingShare system
could be further extended to other perspectives and camera se-
tups [71] in future research, including contexts such as fabrication
workshops [86] that require the use of multiple cameras. In these
circumstances, balancing simplicity and flexibility is important as
earlier research has found that the variety of cameras and adjustable
viewpoints could produce distractions and a lack of mutual orienta-
tion and coordination [86, 92]. Considering the semi-fixed cameras
and mobile camera collaboration use cases, the mobility of cam-
era setups and viewpoints can cause distractions and difficulties
in mutual orientation and coordination, and the rapidly shifting
environment in mobile camera collaborations [49] should be take
into account for future design of digital copies.

Study in Real-World Contexts. The scope of our study is limited in
terms of its scale and lab setup. Thus, further in-depth and long-term
evaluations in real-world contexts would be necessary to gain a
better understanding of its impact in such settings. For future work,
deploying the ThingShare tool in work meetings, classrooms, and
informal social gatherings could provide valuable insights. However,
studying ThingShare in different contexts may require different
design considerations. Currently, ThingShare only examines object-
sharing experiences between pairs, so supporting one-to-many
scenarios beyond pairs will necessitate additional considerations
relating to how to aggregate multiple remote users’ inputs and
references [13, 31] in an expressive and effective way [65], as well
as how to effectively manage multiple snapshots. Additionally, the
integration of digital copies with digital task spaces (e.g., shared
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screen) while maintaining the benefits of what-you-see-is-what-
you-get (WYSIWIS) [44] will need to be taken into account when
introducing ThingShare in real contexts.

8 CONCLUSION
We presented ThingShare, a novel video-conferencing system that
allows remote participants to interact and manipulate physical
objects in real time. By segmenting the physical object from the
user’s video window, both local and remote users can reference and
manipulate the object without the need for additional hardware.
We described the system design and implementation of ThingShare,
with a particular focus on the face-to-face perspective. Our study
found that ThingShare provides efficient transition between the
person space and the object being discussed, as well as a better
control over privacy by allowing users to selectively show objects
with a virtual background. We believe that ThingShare will open
up new opportunities for object-oriented sharing in video meetings
and inspire further exploration of such design principles in the HCI
community, leveraging the capabilities of real-time computer vision
and instance segmentation models for object sharing.
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A APPENDIX
A.1 Other Findings from exploratory survey
A.1.1 Platforms. We present the results for platforms used in video
meetings for work-related and non-work-related online meetings
or video calls in Table 2. For work-related meetings, respondents
reported using other platforms such as Discord (1/2) and RingCen-
tral (1/2). For non-work-related video calls, respondents reported

using other platforms such as Discord (2/7), Duo (2/7), Telegram
(1/7), Amazon Alexa (1/7), and Viber (1/7).

Platforms Work-related Non-work-related
Zoom 40.9% 106 30.2% 62

Microsoft Teams 13.9% 36 1.0% 2
Other 0.8% 2 3.4% 7

FaceTime 7.4% 19 16.6% 34
WhatsApp 8.5% 22 17.6% 36
Skype 10.4% 27 11.2% 23

Google Meet 14.7% 38 7.3% 15
Facebook Messenger 3.5% 9 12.7% 26

Table 2: Platforms used in work-related and non-work-
related online meeting contexts

A.1.2 Devices. When asking the type of devices respondents used
for online meetings or calls, the majority of participants (74%) re-
ported using Desktop Computer (28.6%) or Laptop (45.4%) during
work-related meetings, compared to non-work-related meetings,
where only half of respondents (46.2%) using Desktop Computer
(17.1%) or Laptop (29.2%). For non-work-related meetings, around
half of respondents (52.3%) reported using mobile devices - mobile
phone (43.2%) and tablets (9.1%) during non-work-related meetings,
compared to only 24.5% respondents using mobile devices - mobile
phones (19.9%) and tablets (4.6%) during work-related meetings.

A.2 Study Tasks
We present task details for Task 2 in Table 3 and objects prepared
for study tasks in Figure 9. The Distribution of quantitative survey
results are presented in Figure 13, Figure 14, Figure 15, Figure 16.

A.2.1 Survey Results Visualization.

https://doi.org/10.1145/3229434.3229476
https://doi.org/10.1145/3229434.3229476
https://doi.org/10.1145/159544.159630
https://doi.org/10.1109/TABLETOP.2007.30
https://doi.org/10.1109/TABLETOP.2007.30
https://doi.org/10.1109/ICIP.2017.8296962
https://doi.org/10.1109/ICIP.2017.8296962
https://doi.org/10.23919/iLRN47897.2020.9155201
https://doi.org/10.1145/2531602.2531691
https://doi.org/10.1145/2531602.2531691
https://doi.org/doi/pdf/10.1145/238386.238402
https://doi.org/10.1145/3313831.3376390
https://doi.org/10.1145/3313831.3376390
https://doi.org/10.1145/2491367.2491377
https://doi.org/10.1145/1753326.1753514
https://doi.org/10.1145/1753326.1753514
https://doi.org/10.1145/2441776.2441798
https://doi.org/10.1145/2441776.2441798
https://doi.org/10.1145/3411764.3445512
https://doi.org/10.1145/3411764.3445512
https://doi.org/10.1145/3274465
https://doi.org/10.1109/TVCG.2022.3150512


ThingShare: Ad-Hoc Digital Copies of Physical Objects for Sharing Things in Video Meetings CHI ’23, April 23–28, 2023, Hamburg, Germany

Object Condition Task 1 Condition Task 2
User 1 VR Controller Pick up and drop the object Teleport and using context menu

User 2 Game Controller

Playing Racing Game with two hands
- Left stick: steer the car
- Right trigger (RT): accelerate the car
- Left trigger (LT): brake the car
- Bumpers: Gear up (Right) and down (Left)
- "X" button: handbrake

Single-Handed Racing Setup
Remapping the controllers with single-handed racing setup
- Swap the left and right trigger for accelerate
- map "X" button to the left on the "D pad" for handbrake
- map right bumper (RB) to the up button on "D pad" to gear up.

Table 3: Task Two Description for Single User Sharing Task. Each user will get an object and procedure description and teach
the remote user how to use it. The objects for two users are different, one is VR controller and another is Game Controller, yet
the task for the two conditions (baseline and ThingShare) are different.

Figure 13: Task-Specific Questions

Figure 14: Task 2 Survey Results

Figure 15: Task 3 Survey Results

Figure 16: General Survey Results



CHI ’23, April 23–28, 2023, Hamburg, Germany Erzhen Hu, Jens Emil Grønbæk, Wen Ying, Ruofei Du, and Seongkook Heo

Problem 1 

Problem 2

Context View

Human body + Book Human Hands + Book

Focus View

Ideal Case

Bounding box
Compositing Operation

Segmentation Mask

Small Leakage noises 

Overlap with other objects

a

b

Figure 17: Original mask output with leakage problems from Yolact: a) After a morphological operation, the mask has been
eroded as isolated small noises around, e.g., small noises within artifacts within bounding box; b) potential overlapped portions
with other objects (e.g., human) with wrong mask segmentation
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